
ABSTRACT

Ordinal classifier cascades (OCCs) are basic classification

architectures that were invented for ordinal classification tasks, i.e.

tasks in which the classes constitute an ordinal class structure. Due

to strong performing alternatives, in general, OCC architectures are

only used for the detection of ordinal class structures. In the current

study, we propose a straightforward combination of OCCs, which we

denote as bidirectional ordinal classifier cascades (bOCCs).
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RESULTS (* indicates stat. significance with respect to bOCC)

CONCLUSION

 The direction of an OCC sequence has a significant impact

 The addition of one CM significantly improves performance

 Only the 1vs1 ECOC approach outperformed bOCC (MAE)

Recent Studies on the Detection of Ordinal Class Structures

BIDIRECTIONAL ORDINAL CLASSIFIER CASCADES (bOCCs)

• Simple idea: Combine the pairwise approaches, CvsN & CvsP

• Selector component: 𝐶𝑀1,𝑐

FUTURE WORK

 Optimisation of the selector component

 Combination of 1vs1 and bOCC

Peter Bellmann, Ludwig Lausser, Hans A. Kestler, and Friedhelm Schwenker

Introducing Bidirectional Ordinal Classifier Cascades

Based on a Pain Intensity Recognition Scenario

FORMALISATION

• 𝑋 ⊂ ℝ𝑑 , 𝑑 ∈ ℕ 1111121𝑑 -dimensional data set

• 𝜔1 ≺ ⋯ ≺ 𝜔𝑐 , 𝑐 ≥ 312ordered class labels (edge classes: 𝜔1, 𝜔𝑐)

• 𝑙 𝑥 11true label of data sample 𝑥

• 𝑋𝑖,𝑗 ≔ 𝑥 ∈ 𝑋 𝑙 𝑥 = 𝜔𝑖 ˅ 𝑙 𝑥 = 𝜔𝑗 ⊂ 𝑋

• 𝐶𝑀𝑖,𝑗 classification model that is trained in combination with 𝑋𝑖,𝑗

• 𝐶𝑀𝑖,𝑗 = 𝐶𝑀𝑗,𝑖 ∀𝑖, 𝑗 ∈ {1, … , 𝑐} (symmetric classification models)

ORDINAL CLASSIFIER CASCADES (OCCs)

• OCCs consist of a sequence of classification models (CMs)

• Each CM provides the final decision or passes the current input

• Motivation: The direction of OCCs is important!

• Separate the pairwise OCCs into CvsN and CvsP:

• If the output of 𝐶𝑀1,𝑐 is equal to 𝜔1, 

proceed with CvsN

• If the output of 𝐶𝑀1,𝑐 is equal to 𝜔𝑐, 

proceed with CvsP

• Study Question: Does this simple approach improve classification?

Number of participants 87 (43 f, 44 m)

Number of classes 5 (no pain ≺ ⋯ ≺ very strong pain)

Number of samples per class/person 20 (8700 samples in total)

Number of features (ECG+EDA+EMG) 194 (68+70+56) 

COMPARISON TO ERROR CORRECTING OUTPUT CODES

• One versus All (1vsA),    One versus One (1vs1)

• All Binary Combinations (ABC)

EXPERIMENTAL SETTINGS

• Models: Support Vector Machines with linear kernel

• Features: Concatenation of ECG, EDA, and EMG data

• Evaluation: Leave-One-Person-Out (LOPO) Cross Validation

• Performance Metrics: Accuracy, Mean Absolute Error (MAE)

• Test: Two-sided Wilcoxon signed-rank test at 5%-level

Approach Accuracy MAE #Classifiers

CvsN 34.54 ± 8.06∗ 1.139 ± 0.229∗ 4

CvsP 34.69 ± 9.31∗ 1.063 ± 0.258∗ 4

1vsA 35.11 ± 7.81∗ 1.155 ± 0.267∗ 5

bOCC 37.01 ± 8.97 1.040 ± 0.267 5

1vs1 36.95 ± 9.41 1.002 ± 0.259∗ 10

ABC 36.29 ± 8.07 1.098 ± 0.279∗ 15

RESULTS (rows: true labels, columns: predicted labels)

• 𝑇𝑖 indicates pain level 𝑖 (𝑇0: no pain level)
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