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• The shortcut overcomes the vanishing or exploding gradient
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Key Enablers
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• I-vector
• lattice-free MMI
• Ensemble of: VGG, 

ResNet, LACE

• Spatial regularization
• LSTM-LM, letter trigram
• Two-level system 

combination
• BLSTM subsystem

• CNN-BLSTM acoustic 
model

• Utterance-level LSTM
• Dialog session aware 

LSTM LM
• LM rescoring after 

confusion network 
creation

The LACE network architecture



Reading Comprehension

Passage (P) Question (Q) Answer (A)+

Tesla later approached Morgan to ask for more funds to build a 
more powerful transmitter. When asked where all the money 
had gone, Tesla responded by saying that he was affected by the
Panic of 1901, which he (Morgan) had caused. Morgan was 
shocked by the reminder of his part in the stock market crash and 
by Tesla’s breach of contract by asking for more funds. 

P

Q A Panic of 1901On what did Tesla blame for the loss of
the initial money?

Read a document (passage) and then answer questions about it

Official measurement

Human performance
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Human Exact Match Performance: 82.304

Best System EM Scores on SQuAD Machine Reading Comprehension Dataset (Dec. 6, 2016-Jan. 26, 2018)

Surpass Human 
EM [2018.1.3]

Journey to Human-parity Performance on SQuAD 1.1



R-Net for Reading Comprehension



Key Enablers

• The end to end framework progressively 
encoding question and passage context 
into a refined passage representation

• An additional gate to the attention-based 
RNN, to account for different importance 
of a passage word to the question

• A novel self-matching mechanism, to 
encode the context information in the 
final passage representation

Question 
encoding

Question

Passage 
encoding

Passage

Passage representation
encoded with question Info.

Passage representation
enhanced w/ passage context

Answer prediction



Machine Translation (MT)

Source input 他的职业生涯如过山车一般。

NMT output It has been a rollercoaster ride .

Human reference His career is like a roller coaster.

Source input 有线索人士请拨打旧金山警察局举报电话 4 15- 575 - 44 44 。

NMT output For clues, call the San Francisco Police Department at 415-575 - 4444.

Human reference Anyone with information is asked to call the SFPD Tip Line at 415-575-4444 .

Sampled from WMT2017 Chinese-English task

Source input 霍夫施泰特尔表示 : " 这将由检察官来确定 " 。

NMT output That 's what the prosecutor must determine , " said Hofstetter .

Human reference Mr Hoff Steitel said: "It will be up to the prosecutors to determine.



Machine Translation (MT) 



Microsoft’s Human-parity Machine Translation System

Achieving Human Parity on Automatic Chinese to English News Translation, Hany Hassan et al, https://arxiv.org/pdf/1803.05567.pdf
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25.57(Back Translation)
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Key Technology Enablers



Key Technology Enablers to Deep Learning

Big Data

RDMA

14M images

Algorithms and Frameworks Computing Power





What is OCR (Optical Character Recognition)?





Input Capture Mode

Scanned Steady 
Photo

Quick 
Snapshot
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Typed

Hand 
Written

Real-time 
Stream

Scanned documents

Expanding Scenarios in an Intelligent Cloud/Edge World 



Text Detection
Text Line 

Normalization
ResultsWFST-based Decoding

Lexicon
Language 

Model

Character 

Model

Faster R-CNN with 

Anchor-free & 

Scale-friendly 

Region Proposal 

Network (AF-RPN)

Words & 

Sub-words

CNN-DBLSTM
Tucker decomposition

Teacher-student learning

Hybrid LM

Curved line rectification

Non-Text 

Rejection

Architecture of New Printed OCR Engine

Input 

Image



Variabilities of Text Objects



Complex Backgrounds for Text Objects

License PlateGreeting Card Street View



Results of Printed OCR Engine (WER in %)

Scenarios
Prior 

Industry Leader 
MS-Old MS-New

MS-New vs. 
Prior Leader

Document 7.7 14.8 2.8 63.6%

Invoice 11.7 26.8 6.6 43.6%

Receipt 13.7 40.1 11.8 13.9%

Business Card 14.6 41.7 9.2 37.0%

Slide 30.7 56.2 13.6 55.7%

Menu 23.7 38.7 14.7 38.0%

Book Cover 31.7 55.9 14.0 55.8%

Poster 26.6 47.6 15.8 40.6%

GIF/MEME 29.5 53.0 11.8 60.0%

Street View 28.3 61.2 16.8 40.6%

Product Label 42.3 66.7 24.3 42.6%



Progress of Handwritten OCR Engines

E2E Evaluation
Another

Industry Player 
Another

Industry Player
V1.0 V2.0 V3.0

Recall (%) 30.6 52.5 53.0 70.2 74.9

Precision (%) 35.5 53.6 49.8 65.8 70.5

Memory N/A N/A 6GB 300MB 350MB

Deployment
Cloud Vision API 

(2017/04)
Cloud Vision API 

(2018/03)
OneNote
(2016/03)

Cognitive 
Services  

(2017/04)

Cognitive 
Services 

(2018/05)



Architecture of OneOCR Engine (Ongoing)

Printed

Text 
Detection

Text Line 
Normalization

Input 
Image

P/H Text 
Classification

Handwritten

Results
Non-Text 
Rejection

WFST-based Decoding

Lexicon

Language 
Model

Character Model
for printed text

Character Model
for handwritten text

Faster R-CNN with AF-RPN

CNN-DBLSTM

CNN-DBLSTM

Words & Sub-wordsTeacher-student learning Tucker decomposition

CNN-BLSTM-NN

Hybrid LM

One engine to deal with printed, handwritten, and mixed printed/handwritten OCR
Contact: Dr. Qiang Huo



Visual Shopping 
Assistant 
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word sequence:

Offer title

word embedding

bidirectional

LSTM

fully connected layer

288

64

Cosine similarity 

...

...

fully connected layer

288

64

Pretrained Image 
semantic vector 
presentation

Product offer image

Offer title, Category, Brand, Product class, Model, Gender, Color





Visual Shopping Assistant Demo

Photo croppingCamera shooting

https://microsoft-my.sharepoint.com/:v:/p/wanh/EQm_YvX4C3JBgDfyY626OE4BbHhSweKZpvr85T5yCfz0WQ?e=WGaPaB
https://microsoft-my.sharepoint.com/:v:/p/wanh/Efysn8EFoA1Pvo5w5vgtECsBUryyua2txyQY3Jiq2S7v7w?e=RmJEm8







