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My First ICPR Paper
https://dblp.uni-trierde/db/cont/icpr/icpri988

Multiresolution Rotation Invariant Simultaneous Auto Regreasive
Model for Texture Analysis

Wan Jiaruo Mao Jianchang Wang Cheng Dao

Dept. of Electronic Science and Technology
East China Normal University
Shanghai, P.R.China

Abstract be the set of intensity values of a NXN
digitized 1mage W only one
This paper presents two new models called kind of tg textured
multivariate Rotation-Invariant SAR(RISAR) image~€Z
model and Multiresolution SAR/RISAR(MRSAR/
MRRISAR) model.The information included in
MRSAR/MRRISAR model i3 more complete and
more independent.Many experiments on image
classification using RISAR model and MRRI- parameters called regressive coefficients,
SAR model indicate that these models have Ns) 1s Gaussian white noice. y(s+r),
many perfect properties, such as, very Aarakernel elements of the Eqﬂ (1), ang
strong classification power, wide area in s €I
which it can be used,very good property of ' leps n vector

rotation invarfance _.and hiah aneed for re-

be expressed as

y(s)=0+2 O{(r)Ay(s+r) + £ (s)
TED
where r=rl+fr2. ©Of(,{ O (r)|réD} are model

No word-processor. Prepared with an ASCII text editor and hand-writing


https://dblp.uni-trier.de/db/conf/icpr/icpr1988
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J What it we could build computers
that one day could see, hear, talk
and understand human beings?”

—Bill Gates, 1991
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Image Recognition / Classification

ImageNet
2012 Dataset
GT: forklift
1: horse cant 1 birdhouse 1: forkiit
* 1000 classes ey orces bl sty
° oY H 4: stretcher 4: mailbox A: traller truck
12M tr.aln”f]g Images 5: half track 5: pot 5: go-kart
« 50K validation images '
96.4% * 100K test images

-

(unpublished)

ImageNet

?’

Computer Vision

Official measurement
Top-5 error rate

'
iy
»

’

GT:

' : ,
eoual GT: yallow lady's slbpor

1 coucal 1: komondor L. yellow lady's shippor
2: indigo bunting 2: patio 2:slug

3: lorikeet 3: ama 3: hen-of-the-woods
4: wakking stick 4: mobilke home 4: stinkhorn

5: custard apple 5: Old English sheepdog 5: coral fungus

2015 Human performance
Top-5 Error: 5.1%

GT: torch GT: banjo

1: stage 1: acoustic guitar L go-kart

2: spotlight 2: shoji 2: crash helmet
3. torch 3: bow tie 3: racer

4: microphone 4: cowboy hat 4: sports car

5: feather boa S banke 5: motor scooter




Revolution of Depth

ImageNet Classification top-5 error (%)

152 layers
/
/
/
/
/
22 Iayers/
shaIIow 8 ayers | 3.57
ILSVRC 10 ILSVRC 11 ILSVRC 12 ILSVRC 13 ILSVRC'14 ILSVRC'14 ILSVRC'15

AlexNet VGG GoogleNet ResNet
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AlexNet, 8 layers
(ImageNet 2012)
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VGG, 19 layers
(ImageNet 2014)

[He et al., Deep Residual Network for Image Recognition, CVPR'2016]
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ResNet - Deep Residual Learning

Key enablers

» Residual learning to train a very deep neural network

3x3 conv,
1x1conv,
1x1conv, 2!
1x2 conv, 128./2
;
1x1convy, 512
X X
‘r 3x3 conv, 128
weight layer
1x1conv, 12
F(x) relu
A A X. :
weight layer identity

« The shortcut overcomes the vanishing or exploding gradient

» Use the residual learning unit as a building block to construct a very deep NN

« Ensemble of 6 ResNETs with different depths further improved accuracy




1980s (1988)

Resource Management

1990s (1992)
Read Speech (WSJ)

Speech Recognition
(Conversational Telephone Speech)

1990s (1997)

Broadcast News

1990s-2000s (1992,
2004)

(Switchboard, Fisher)

Conversational Telephone
Speech (CTS)

CTS Data Sets

Acoustic model training data:
Switchboard and Fisher) corpora
Language model training data:
LDC corpora 97562, 2004513,
2005513, 2004511, 2004509
Test: NIST 2000 CTS test set

Official measurement
Word Error Rate (WER)
Accuracy = 1 - WER

Human performance
WER: 5.9%
Accuracy: 94.1%



Journey to Human-parity Performance

Speech-recognition word-error rate, selected benchmarks

Log scale
100

Switchboard

Switchboard cellular
® - Meeting speech
IBM, Switchboard
—o—2 | 10

Microsoft, Switchboard ® 5.8%

Broadcast
speech

Microsoft 2017, Switchboard 5.1%

1

1993 1996 1998 2000 2002 2004 2006 2008 2010 2012 2014 2016



Word error %

7.3 1

6.8 o

6.3 A

5.8 1

5.3 A1

4.8 A

4.3

* |-vector

* |attice-free MMI

* Ensemble of: VGG,
ResNet, LACE

6.9

The LACE network architecture

Key Enablers

* CNN-BLSTM acoustic
model

* Utterance-level LSTM

* Dialog session aware
LSTM LM

* LM rescoring after
confusion network
creation

* Spatial regularization

* LSTM-LM, letter trigram

* Two-level system
combination

* BLSTM subsystem

5.9%, human error

2016

Feb-17 Aug-17

Key to the breakthroughs

Careful engineering and
optimization of Deep Neural
Nets (CNN, RNN, LSTM)
Acoustic modeling using DNNs
captures broad context with
temporal invariance and
frequency-invariance
Language modeling: RNNs
perform better than N-gram
Ensembles improve robustness



Reading Comprehension

Read a document (passage) and then answer questions about it SQuAD
Stanford Question

Passage (P) 4 Question (Q) Answer (A) Answering Dataset

« 87,599 training samples

« 10,570 development set

«  >10K test samples
(unpublished)

———————————————————————————————————————————————————————————————————

Tesla later approached Morgan to ask for more funds to build a
‘more powerful transmitter. When asked where all the money

p ihad gone, Tesla responded by saying that he was affected by the
'Panic of 1901, which he (Morgan) had caused. Morgan was
'shocked by the reminder of his part in the stock market crash and
iby Tesla’s breach of contract by asking for more funds.

Official measurement
Exact Match Accuracy & F1

On what did Tesla blame for the loss of A Panic of 1901 Human performance
the initial money? Exact Match: 82.3%



Journey to Human-parity Performance on SQUAD 1.1

Human Exact Match Performance: 82.304

77688 /184
76.920
75.860
74.520 I
S & & é \o:i‘ ‘éoﬁ’

82 650
82.440 82.5
82.136 . —
81 685
81.003
Jeeos 79083 Su rpass Human
| | EM [2018.1.3]
<& v S S (&) ) &
@ -gV\\ N\ N\ N ANy ~

Best System EM Scores on SQUAD Machine Reading Comprehension Dataset (Dec. 6, 2016-Jan. 26, 2018)



R-Net for Reading Comprehension

QUESLION = - S . Self- Answer
ncodain . .
S ] — g8 —» Matching _,, Matching =-»  Pointer
passage = Layer Layer Layer Layer Layer
Pretrained Word RNN(GRU, LSTM) Match-LSTM Self-Attention Pointer Networks
Embeddings + Highway Co-attention MLP & Softmax

+ Iteratively

T T T

Contextualized Vectors

(e.g. RNN encoders from NMT and LM)




Key Enablers

* The end to end framework progressively
encoding question and passage context
into a refined passage representation

* An additional gate to the attention-based
RNN, to account for different importance
of a passage word to the question

* A novel self-matching mechanism, to
encode the context information in the
final passage representation

Question Passage

Question Passage
encoding encoding

Passage representation

encoded with question Info.

Passage representation
enhanced w/ passage context

Answer prediction




Machine Translation (MT)

Sampled from WMT2017 Chinese-English task

Source input

£ &FE AT 15 %I IBEIU 28 254 28815 4 15- 575 - 44 44,

NMT output

For clues, call the San Francisco Police Department at 415-575 - 4444,

Human reference

Anyone with information is asked to call the SFPD Tip Line at 415-575-4444 .

Source input

fitt 89 BRV 0FE 0 & 1L &= —fig

NMT output

It has been a rollercoaster ride .

Human reference

His career is like a roller coaster.

Source input

EXMERFRET "X M HAEE EH/E .

NMT output

That 's what the prosecutor must determine , " said Hofstetter .

Human reference

Mr Hoff Steitel said: "It will be up to the prosecutors to determine.




Machine Translation (MT) Journey

1980s
Traditional MT

1990s
Statistical MT

2010s
Deep Neural MT

2018

Microsoft Al is the first
to reach Human Parity
on Chinese to English
news translation



Microsoft's Human-parity Machine Translation System

«  WMT newstest2017 B Avek o Aves ystem
Chinese—> Eng“sh . ———569.0 0.237 Combo-6
Microsoft MT
system 68.5 0.220 Reference-HT pa—
- Compare with 3 689 0.216 Combo-5 | Human Experts
translations by human | 5686 021 Combo-6
eXpertS 2 67.3 0.141 Reference-PE «——
Earlier 3 62.3 -0.094 Sogou
- Score translations by Best performer 621 0115 Reference-WMT  ¢«— Crowd-sourcing translation
SyStem and by human 4 56.0 -0.398 Online-A-1710 b Microsoft product
experts w.r.t. the source
54.1 -0.468 Online-B-1710 <«—— Google product

sentences

Table 4: Human Evaluation Results

« Reach human-parity
performance

Achieving Human Parity on Automatic Chinese to English News Translation, Hany Hassan et al, https.//arxiv.org/pdf/1803.05567.pdf



BLEU (%)
28.5

28.0
27.5
27.0

265+ __
26.38(Sogou, Ensembel)
26. 25.57(Back Translation)

25.5
25.0
24.5
24.0

Key Technology Enablers

ST )
Aulary L2R Model [ Auiliary R2L Model |
@ ot | 5 ot 28.46(Syste Combination)
Ay 22 Modal niary R Vodel |
IPz(.\'\;r. i Je Py(yli )
fteration 2
26.91(Agreement

Regularization)

6. 1(Dual Learning)

24.2(Transformer Baseline)

Sep.

T I I I
Oct. Nov. Dec. Jan. Feb. Mar.



Key Technology Enablers to Deep Learning

VGG-19 34-layer plain 34-layer residual
image image [

output Cloud TPU
= Tensor
: o, /2 ¥ Microsoft
EEE om0
S CNTK
IMAGENET B = + % &
By s g [wemm | [ seews —
S 14M images | MT | [ m‘;;, : Caffe?
¥ _a\
- mi:z T ..ut,m,p ] %’]/Cnet E ‘ NVIDIA NVL .
¥ ¥
i .
= e PYTORCH

Big Data Algorithms and Frameworks Computing Power



Modern Meeting Demo




What is OCR (Optical Character Recognition)?

IFFF TRANSACTIONS Ol PATTERN ANALYSIS AND MACHNE iNTELLIGENCE, VOL 22, NO. 1, JANUARY 2000

Twenty Years of Document
Image Analysis in PAMI

George Nagy, Senior Member, IEEE

Anstrect—The contributions 10 oocument image analysis of 99 papers ublished ir 11 ICCL Transzcfions on Panem Anaiysis and
Maciine InfeSigence (MALM) are clistered, summerzed intarpo aced. inlerprated. and tactiully svaluated.

Index Terms—Dacumer: im&ge analysis, imege QOCH. carecter forms graphics

1 PAMI anp DIA

NsTEAD of attempting to survey the entire field of

document image analysie (DIA), we review only results
reporied in IEEE Trousac on Patlern Analysis and
Machine Inteliigenc s this may scem, il gives a
sharp, well-defined cross section of the evolution of DIA
research. The 99 relevant papers that were found (lesa than
five percent of all arti are contemplated from o
perspective bolstered by studenls, eclectic reading,
pacticipation i conferences, and discussions with kaowl-
edgeable and opirionated colleaguas.

This section considers the role played by PAMP in
relation to other sources of published information and
currenl commercial practice, diflerentiales document izage
analysis from allied disciplines, and describes its major
constituents. I should be skipped by old hands with their
own me;\iltu map of lhe field, The next five sections
L the DIA tasks addressed in PAMJ in the last bwo
decades. Only PAMI pepers zre ciled, but a shorl biblio-
graphy Pr(vndn additional eniry points ko the literature.
ion of the comain

1.1 PAMI vs. Other Sources

Tt would appear that 99 articles amonyg the several thowsand
published about DIA in the past 20 years can represent at
best a fraction of the stale of the art. However, PAMT covers
much more ground thar: this ratio would indicate. Before
PAMTs hirth in 1979, character recognition rescarch
appeared mairly in IEEE Transeclions on Consputers (1C)

A ft ic Computters (EC) until 1968)

addition to veeasioma?

specialized con
the 1946 TERE Pattern Recogaition Workshop in Pucrio

wes and workshops. {One of the earliest,

Rico, resulted in the IEEE Comy
recognition database.) The jourmai

ter Gronp's' pattern
Patterin Recognition

- Predecesscr of the Compuler Sucicty.

m in 1971, as has Pailern R«o\nr:lm Lelters.
Relevanl articles appear oocesionally in the JE] i
Yons on infermation Theory, Sysiems, Man, and Cybernetics,
Neural Networks, and Image Processing, as well as in a dozen

pallern recognition, corputer viswon, and inage processing,
The best source of current trade news is the monthly,

tmiaging and Document Solutions, In 1998, Llsevier launched
the Internationai Journal of Document Anglysiz and Recognition
with the goal of capluring tle fractionated LIA and OCR
literature. One indication of the ¢ spersal of this litevature is
that few of the citations in "AMI articles reference PAMI

Since 1973, the biennial International Conference om
Pattern Recognition {ICPR] has been a sicady sourze of
ideas. It has been supplemented since 1991 by the
Interretonal Conference on [ocument Analysis and
Recognition (ICDAR), Worthwhile conttibutions have ap-
peared at the annual SPIE Document Recognition and
Refrieval (DR&R) symposia in San Jost, and at the
percgrinatng biennial Document Analysis Systems (IYAS)
amd Stetural and Syntectic Pattern Recognition (SSPR)
workshops, cach of which attracts about 100 parsicipants.
During its five-year lite span, the Symposium on Document
Analysis ard nformation Retrieval (SDAIR) fosteted inter-
actian between DIA and TR specialists. 1t alse featured che
results of a large-scale in-house evaluation of commercial
QLK technology. Several countries have instituted national
conferences on OCR oc DIA. The arlickes found in PAMY
reflect the intersational conslituency of document analysis.
We are often remindec that English is blessed with one of
Ihe simplest ceripts n the world,

1.2 PAMI vs. Current Practice
We ronsider DIA and OCR as essentially cogincering
diseiplines, although a case can be made for a more
funcamental roie. Published work (not only in PAM} has
been moderately sucoussiul in anticipating emerging appli-
cations. Tllemeuw papers on hand-printed and hand written
c tioe (cf. acticle by Plamandon and Sribari
issue) prebably did contribae to curvent products,
lml some of the print recognition methods explored by
tesearchers risk lagging Ihe capabilities of give-away
shrink-wrapped page readers. The research emphasis in

5

YRR 0 5, 9 1T

NAGY, TWENTY YCANS OF DOCUMENT |MAGE ANALYBIE IN PAl) 49

A Document Taxonomy

Type Fxample DIA Task Ancillary data
|
plain ext (narridive [ Moby Dick, extract comect word order | English lexicon
o deserlptivey | Gauysburg Addrey P -
newspper, NY Times, separite and reassemblo publicalion-specific
rdigaine Vugne artieles; poi format
N _ ) ilustations

y LKL PAMI, indox: author, title, page; | ebhreviations, acronyms,

technical text D Dol Joural pmmrmmv‘l’“ figs, L units

formal toxt

_ Hlpe, recipe  compi ulllrs. (i YN
Jetter, envielope information request,  extract routing [nfo; direcroties
voneplaiit, index: sender, daw, subject
_ | rewonunendution
direetory leiephone directory, | extract name-attrikute previons edition
sieel ey | paics, .
structured list organizalion chert, | reocver hicrrchy, previous cdiion
table ol contents, cross-veferences
catalog
husiness form order, involee, link field eonmenr i dbms; | fonnutled dat, dbms,

subseription, survey, | conver. 0 SGMT, or XML | worklow system,

TRS-1040 forney lexicons ]
englneering drawing | asseribly or part canver, (0 CAD foemmat | part lists
drawing dawing Slﬂlldﬂﬂih
. _lisometrie view | .
sehomatic duaprar eireuits, extract net list PSPICL,
ntility maps _|aveonvert o CAIY formar__| manhole inventory .
g topegrsphic quad, | eunverl o GIS Format wazelloer, othey niaps,
street map, Toid map Gls
HsiC seo Muonlight Sonats recover MIDI LS SYHx
repuesentation
table airline schedules, construet Fermal madel; airline and stack
stock guoles headors <>entrics abbrevintior

previous edlition

compression methods simply to avoid disk access during
page analysis. Run-leagth coding (RLC) and Feeeman chain
coces were used carly on, Methods that came along lader
include reduced lerminal sequences of contexi-tree
grammars [43], coding on hexagonal meshes 194, produs
tioat rules for subblocks 58], and filtered contours [10]. The
July 1980 special edition of the Proceedings of the IEED on
digital encoding of graphics conlaing many excellen
sweveys, wastly largeled al fuesimile, For lossless, bolevel
prge compression, JBIC gractually replacing CCITT-G3
and €4, The major remaning application af chasacter
encoding is font libravies,

2.2 Blnarization

Mogt ently document scanners nad hardware reflectance
thresholds, bl current scanners Lypieally produce 8-hir
wray-seale {or color) outpul. Researchers from the Unie
versity of Oslo and Michigan Stale Universily conductes a

austained, thorough comparison and evaluation. of pub-
lished adaphive binarization wethods (inchiding their awn)
on bhydrographic charts [83], [84], [85], [86]. Niblack‘s
method, based on w tbreshold set below the mean gray-level
of a 1h 2 15 window by a fixed fraction (1.2) of the standard
deviabion of the gray-levels, gave te best results on their
maps. (A small modification is necessary when It is evident
that the entire window Is covered by a lge foreground
blot). They recoramended postproceasing with the method
of Yanowit: and Bruckstein, which iteratively croares a
throshold surface that e essentinlly a low pass-filtered
veision of the reflectance map, They elso reported that
character segmentation and recognition did not necessarlly
benefit from direct gray-scale processing as opposed to
adaptive Linarization [85]

Texinred backprounds are particularly difficult :o han
dle. Liv and Sribeci [53] provide a solution for postal
address reaclers, It requives: 1) preliminary binarizaticn




OCR in the Wild
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Expanding Scenarios in an Intelligent Cloud/Edge World

Hand
Written

Styled

Source Text Format

Typed

Scanned Steady Quick Real-time
Photo Snapshot Stream



Architecture of New Printed OCR Engine

Words &
Sub-words Hybrid LM

Language
Model

WEFST-based Decoding IF\{l:jre];-trif)Xr;c @

Character
Model

Lexicon

Curved line rectification

ot Detecti Text Line
ext Detection Normalization

Faster R-CNN with
Anchor-free &
Scale-friendly
Region Proposal
Network (AF-RPN)

Teacher-student learning
Tucker decomposition

CNN-DBLSTM



Variabilities of Text Objects

JALIY

m(.“ LN
tmmmf




Complex Backgrounds for Text Objects

Greeting Card Street View License Plate




Results of Printed OCR Engine (WER in %)

Prior MS-New vs.
Industry Leader Prior Leader
2.8

Document 7.7 14.8 63.6%
Invoice 11.7 26.8 6.6 43.6%
Receipt 13.7 40.1 11.8 13.9%

Business Card 14.6 41.7 9.2 37.0%
Slide 30.7 56.2 13.6 55.7%
Menu 23.7 38.7 14.7 38.0%

Book Cover 31.7 55.9 14.0 55.8%
Poster 26.6 47.6 15.8 40.6%

GIF/MEME 29.5 53.0 11.8 60.0%

Street View 28.3 61.2 16.8 40.6%

Product Label 42.3 66.7 24.3 42.6%



Progress of Handwritten OCR Engines

E2E Evaluation Another Another
Industry Player | Industry Player

Recall (% 30.6 52.5 53.0 70.2 74.9

Precision (%) 35.5 53.6 49.8 65.8 70.5

Cognitive Cognitive
Services Services
(2017/04) (2018/05)

Cloud Vision APl Cloud Vision APl  OneNote
(2017/04) (2018/03) (2016/03)

Deployment




Architecture of OneOCR Engine (Ongoing)

CNN-DBLSTM Hybrid LM

Character Model Language
for handwritten text Model

Handwritten

CNN-BLSTM-NN

Text Text Line P/H Text : Non-Text
: .. WFST-based Decod L
Detection Normalization Classification ased becoding Rejection

Faster R-CNN with AF-RPN

Character Model

for printed text

Teacher-student learning Tucker decomposition CNN-DBLSTM Words & Sub-words

One engine to deal with printed, handwritten, and mixed printed/handwritten OCR
Contact: Dr. Qiang Huo
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Visual Shopping
Assistant




Image-Text Co-modeling

Cosine similarity

fully connected layer fully connected layer
( () “19e e e

288 Q Q Q Q Q Q

bidirectional
LSTM

Pretrained Image
semantic vector
presentation

Product offer image

word sequence:
Offer title

Offer title, Category, Brand, Product class, Model, Gender, Color



Select Object to Shop for in Time

= Shopingsite

Top Attributes Extracted:

RootCategory LeafCategory Handbags & Toles
Brand Galco [Color Black
lAgeGroup Gender Women

Product Class

[Other Attributes

Offer Image

Keywords

Rank  Offer Title

al Black Prada Purse!

2 /Aldo Cream And Black Bag
3 IMicheal Kors Tote Bag

[ Franco Sarto Bag

@Eﬁ

]
b




Visual Shopping Assistant Demo

Camera shooting Photo cropping

>

ads

VPR_swift Extras VPR_swift



https://microsoft-my.sharepoint.com/:v:/p/wanh/EQm_YvX4C3JBgDfyY626OE4BbHhSweKZpvr85T5yCfz0WQ?e=WGaPaB
https://microsoft-my.sharepoint.com/:v:/p/wanh/Efysn8EFoA1Pvo5w5vgtECsBUryyua2txyQY3Jiq2S7v7w?e=RmJEm8

Concluding Remarks
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