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Introduction 

 Scene text recognition 

 Bottom-up based methods 

• Detect individual characters and treat isolated character classification 

and subsequent word recognition separately. 

 Top-down based methods 

• The entire text from the original image is directly recognized. 

 State-of-the-art methods 

• Model scene text recognition as a sequence recognition problem 

– CTC framework 

– Attention mechanism 



Motivation 

 The disadvantages of state-of-the-art attention-based 

methods for scene text recognition  

 They explicitly use the character label information only at the 

(t-1)-th time step when predicting the character at the t-th time 

step. 

 They do not make full use of the past alignment information. 

 Solution  

 Propose a memory-augmented attention network (MAAN) 

• Augment the memory for historical label information. 

• Make full use of the alignment history. 

 

 



MAAN 

 The architecture of the proposed MAAN model 

Encoder 

Decoder 



MAAN 

 Sequence encoder 

Table. The architecture of resnet-based CNN we adopt for feature extraction 

Input image 

size 



MAAN 

 Content-based attention network 

 

 

 

 

 

 

 The probability of the output character 𝑦𝑡 

𝑃 𝑦𝑡|𝑦1, ⋯ , 𝑦𝑡−1, ℎ = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 𝑊𝑜𝑜𝑡 +𝑊𝑔2𝑔𝑡 ∈ ℝ
𝑁 

• Where N is the number of the character classes. 

 

 At the 𝑡-th step, the total input 

𝑥𝑡 to the RNN is defined as 

𝑥𝑡 = 𝑊𝑦𝑦𝑡−1 +𝑊𝑔1𝑔𝑡−1 

 The output 𝑜𝑡 and the next state 

𝑠𝑡 of the RNN as follows 

𝑜𝑡, 𝑠𝑡 = 𝐿𝑆𝑇𝑀 𝑥𝑡, 𝑠𝑡−1   

 
Encoder 



MAAN 

 Content-based attention network 

Glimpse vector 𝑔𝑡 is defined as 

𝑔𝑡 = 𝛼𝑡,𝑗ℎ𝑗

𝐿

𝑗=1

 

• Where ℎ = ℎ1, ⋯ , ℎ𝐿  is the sequential input representation. 

 The vector of attention weights 𝜶𝒕 is defined as 

𝑒𝑡,𝑗 = 𝑣
𝑇𝑡𝑎𝑛ℎ 𝑊𝑠𝑡 + 𝑉ℎ𝑗 + 𝑏  

𝛼𝑡,𝑗 =
𝑒𝑥𝑝 𝑒𝑡,𝑗

 𝑒𝑥𝑝 𝑒𝑡,𝑘
𝐿
𝑘=1

 



MAAN 

Memory-augmented attention network 

Augment the memory for historical label information 

• Have access to the k previous characters by a one dimensional 

convolution 

 𝒄𝒕−𝟏 = 𝒗 𝑾𝒈𝒍𝒖 𝒚𝒕−𝒌;⋯ ; 𝒚𝒕−𝟏 + 𝒃𝒈𝒍𝒖 + 𝒚𝒕−𝟏 

• Gated linear units (GLU) 

 𝑣 𝐴  𝐵 = 𝐴⨂𝜎 𝐵  

• The total input to the RNN at the t-th time step is defined as 

𝑥𝑡 = 𝑊𝑐𝑐𝑡−1 +𝑊𝑔1𝑔𝑡−1  



MAAN 

Memory-augmented attention network 

Make full use of the alignment history  

• Append a coverage vector 𝒇𝒊 to keep the track of the past alignment 

information and augment the memory for the alignment history. 

𝛽𝑡 = 𝛼𝑙

𝑡−1

𝑙

 

𝐹 = 𝑄 ⋆ 𝛽𝑡 

• The attention weights vector at the t-th time step: 

𝑒𝑡,𝑗 = 𝑣
𝑇𝑡𝑎𝑛ℎ 𝑊𝑠𝑡−1 + 𝑉ℎ𝑗 +𝑼𝒇𝒋 + 𝑏   

• Guide the attention model to assign higher attention weights to the 

unfocused elements of the sequential input representation h. 

 



MAAN 

 Training 

 Loss function 

ℒ = − 𝑙𝑛𝑃 ŷ𝑡|𝐼, 𝜃

𝑡

 

 Transcription 

 Lexicon-free transcription 

• Greedy decoding 

– Straightforwardly select the most probable character at each 

time step. 

 Lexicon-based transcription 

• Choose the sequence in the lexicon that has smallest edit distance 

with the predicted label sequence via lexicon-free transcription. 



Experiments 

Datasets 

 Training set 

• Use the synthetic dataset (Synth) [1] for training 

• Synth dataset contains 8-million training images with corresponding 

ground truth words. 

 Test set 

• IIIT5K-Words (IIIT5K) 

• Street View Text (SVT) 

• ICDAR 2003 (IC03) 

• ICDAR 2013 (IC13) 

[1] M. Jaderberg, K. Simonyan, A. Vedaldi, and A. Zisserman, “Synthetic data and artificial neural networks for natural 

scene text recognition,” arXiv preprint arXiv:1406.2227, 2014. 



Experiments 

 Implementation details 

 Apply Momentum optimization algorithm with momentum = 0.9 to train 

the proposed model.  

 The mini-batch size is set to 64.  

 The learning rate is initially set to 0.02 and is decreased to 0.01 and 

0.005 respectively after 150K mini-batch and 250K mini-batch.  

 All the images in both training set and test set are resized to 32×100. 

Our model converges in 2 two days after about 3 epochs over the 

training set. 

 The proposed model is implemented with Tensorflow framework and all 

our experiments are carried out on a workstation with one Titan X GPU. 



 Performance on Benchmarks 

* Note that “Baseline” refers to the system with standard attention model (content-based  attention network). 



Experiments 

 Some examples of lexicon-free scene text recognition 



Conclusion 

Main contributions 

We propose a memory-augmented attention model for scene text 

recognition which augments the memory for historical label 

information and make full use of the alignment history. 

 The whole network can be trained end-to-end. 

 Experimental results on several benchmark datasets demonstrate 

that the proposed method achieves a comparable or even better 

performance compared with state-of-the-art methods. 

 Future work 

Make a further research on more efficient sequence learning 

model for scene text recognition. 



Thanks for your attention! 


