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Motivation

Air-writing refers to virtually writing text through hand gestures in three
dimensional space. Existing approaches to build air-writing recognition
systems use depth and motion sensors such as Kinect, Leap Motion and
Myo Armband. As these sensors are not widely available in commonly used
devices, a generic video camera based approach can be highly beneficial. In

203, B. T. Road, Kolkata, WB - 700108, India

The architecture of the employed network includes a feature extraction
block followed by a classification block. The feature extraction block takes a
56X56 grayscale image as input and it consists of two convolution layers
each followed by a pooling layer. The first convolution layer uses 32
convolution filters and a 5X5 convolution kernel. The second convolution
layer uses 16 convolution filters and a 3X3 convolution kernel. Both
convolution layers use rectified linear units (ReLU) as activation function.
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TEST ACCURACY FOR ENGLISH NUMERALS

Training Set Fine-Tuning Set Test Set Accuracy
TS-A = EVAL 81.8%
TS-B - EVAL 86.4%
TS-A + TS-B - EVAL 95.9%
TS-B TS-A EVAL 97.7%

this paper a generic video camera dependent CNN based air-writing
recognition system is proposed.

The classification block consists of three fully connected layers having 128,
64 and n computing units (neurons) respectively where n is the numbers of

TEST ACCURACY FOR BENGALI NUMERALS

output classes corresponding to the character set under consideration. The Training Set Fine-Tuning Set Test Set Accuracy
Proposed Approach first two fully connected layers use RelU as activation function while the TS-A - EVAL 78.1%
: : : : TS-B — EVAL 831.1%
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technique is employed between the two blocks.
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o Top-Left: Original video (d) (e) ()
D. Character Recognition frame. Top-Right: Confusion matrices before fine-tuning for (a) English, (b) Bengali
Original video frame (c) Devanagari and after fine-tuning for (d) English, (e) Bengali, (f) Devanagari
with approximate
marker trajectory Conclusion

g . gverlay. .Bottom-LefI'z: Here a generic video camera based air-writing recognition system is
— rax pooiing 1 egmenta:uon. Mask. proposed and 97.7%, 95.4% and 93.7% recognition rates over English,
Se——— Bottom-Right: Bengali and Devanagari numerals, respectively are achieved. This method is

Segmented marker and
approximate marker
trajectory.

fully independent on any depth or motion sensor such as Kinect, LEAP
Motion, Myo etc., which is the main advantage of this framework over
existing approaches.

CNN architecture used for the proposed method.




