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Introduction
• State-of-the-art HTR systems are based on statistical models.
• These models need large corpora for training, consisting in text line

images with their corresponding transcripts.
• The manual annotation is expensive.

• Alternative: Active Learning techniques to selecting the most
informative samples.

• The derivational entropy computed from word graphs cab be used for
assessing how informative an unannotated trainin sequence is.

Probabilistic Finite-State Automata and Word Graphs normalization
• A word graph (WG) is a labelled weighted directed acyclic graph:

G = 〈Q,Σ, δ, I, F, P 〉

• During the decoding proces a WG is obtained for each text line image.
• A WG reperesents the transcriptions with higher probability of the given

image.
• The obtained WG after the decoding process is not guaranteed to be

proper nor consistent.
• In order to compute derivational entropy a WG has to be normalized.
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• To transform a WFA into a proper PFA, all transitions weights
W (q, v, q′) ∈ δ must be multiplied by N (q′)/N (q) with N (qf ) = 1.

• The normalition vector N is defined as:

N = (I −M)−1ν

where

– final vector ν is ν(q) =
∑
v∈ΣW (q, v, qf ) ∀q ∈ Q− {qf}

– the characteristic matrix M is M(q, q′) =
∑
v∈ΣW (q, v, q′).

• N can be efficiently computed in an acyclic graph as:

N (q) =

|Q|−2∑

i=0

WA(ΘA(q, qf , i+ 1))

where ΘA(q′, q, l) is defined as the set of all paths starting in q′, and
ending in q of length l.

Derivational Entropy of an Acyclic PFA
Definition 1. The derivational entropy of a PFA A is defined as:

H(A) =
∑
θ∈ΘA(q0,qf ,·)−pA(θ) log pA(θ)

Considering an acyclic PFA with the states nominated in topological order,
the derivational entropy can be efficiently computed as:

H(A) =−
∑

(q,v,q′)∈δ
P (q, v, q′) logP (q, v, q′)

|Q|−2∑

i=0

αA(i, q)

ESPOSALLES corpora

• Marriage license book from the
17th century
• Written by one writer in old

Catalan
• Composed by 173 pages that

contain 5, 437 lines

Experimental results

• An initial model φ is trained using a small set of annotated samples L.
• The informativeness of each sample in a set of unannotated samples U is

measured by the derivational entropy.
• A set X∗B ⊆ U of B unannotated samples are selected according to the

result of the entropy and annotated by an expert.
• The set L is updated with the new annotated samples and they are re-

moved from U .
• This iterative process continues until some stopping criterion.

System Setup

• The HTR system was based in HMMs and n-grams.
• The Word Error Rate is used to assess the quality of the transcription.

Results

L U Test Total
Lines 150 4,470 827 5,447
Running words 1,650 50,234 8,893 60,777
Vocabulary 397 2,914 1,119 3,500
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• The batch size B was 150 lines
• The random experiment was repeated 10 times

Conclusions

• The efficient coputation of the derivational entropy in an acyclic WG has been presented.
• The derivational entropy can be used as confidence measure for AL with good results.
• An efficient WG normalization has been also introduced.
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