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Transcript Mapping 

 Align the correct text information to 
a segmentation result produced 
automatically. 

 

 A minimum user involvement for the 
correction of segmentation errors is 
necessary. 

 

 Fast generation of benchmarking/ 
training datasets. 

 



Transcript Mapping 

 Transcript mapping techniques can be classified into two main categories according 
to the algorithm which is used for the alignment. 

 
 

Methods which 
use recognition 

models 
(supervised 
scenario) 

 

 
Methods which 

work in an 
unsupervised 
environment  
(no training is 
involved) 

 

 Supervised methods lead to high performance but have the disadvantage of needing a 
training phase which makes necessary the existence of annotated data beforehand. 



Proposed Methodology 

 Guided by the number of words 
as well as the characters per 
word of a text line.  

 Combines the results of a local 
and a global approach using a 
scoring algorithm. 

[1] N. Stamatopoulos, G. Louloudis and B. Gatos, “Efficient Transcript Mapping to Ease the Creation of Document Image Segmentation Ground Truth 
with Text-Image Alignment”, 12th International Conference on Frontiers in Handwriting Recognition, pp. 226-231, Kolkata, India, 2010. 

 Local Approach: A modification 
of our previous method [1]. 

 Global Approach: The optimal 
segmentation result among 
several segmentation hypotheses 
is produced by minimizing a 
suitable cost function. 



Proposed Methodology 

Text Parsing 

 Transcription contains useful information which can be used in order to correctly 
segment a document image into words. 

Image 

Transcription 

Number of words 
NW=6 

Number of 
characters 

NC1 = 8 

NC2 = 3 

NC3 = 1 

NC4 = 9 

NC5 = 5 

NC6 = 12 



Proposed Methodology 

Pre-processing 

Original Text Line 

Skew Correction 

Slant Correction 



Proposed Methodology 

Distance Computation 

 Calculate the distance of adjacent overlapped components (OC) in the text line 
image. 
 An OC is defined as a set of connected components whose projection profiles overlap in the 

vertical direction.   

Connected Components: 10 

Overlapped Components: 3 

 Distance: The minimum Euclidean distance among the Euclidean distances of all 
pairs of points of the two adjacent overlapped components. 



Proposed Methodology – Local Approach 



Proposed Methodology – Local Approach 

Distance Classification 

 Classify the distances as inter-word distances or intra-word distances.  
 Use a local threshold for every text line. 

 Select as threshold the largest distance which produces equal or larger number of words from 
the actual number of words NW. 

NW=4 
 
d1 > d2 > d3 

Threshold = d1 

Threshold = d2 

Threshold = d3  



Proposed Methodology – Local Approach 

Post-processing 

 Split or merge a detected word when its width deviates from a statistical 
estimation based on the number of the characters of the word. 

Average character width: 
Width of detected word (pixels) 

Number of characters (transcription) 

Cost Function of word   : 

expected width width of detected word 



Proposed Methodology – Local Approach 

Post-processing 

 Split or merge a detected word when its width deviates from a statistical 
estimation based on the number of the characters of the word. 

detected word 

final word 

detected word 

final word 

detected word 

final word 



Proposed Methodology – Local Approach 



Proposed Methodology – Global Approach 



Proposed Methodology – Global Approach 

Pre-segments 

 
 Classify the distances as inter-word distances or intra-word distances.  

 Use a local threshold for every text line. 

 Select as threshold the largest distance which produces NW + n words. 

 n  is a parameter related to the desired over-segmentation flavor of the result. 

NW=6 

NW + 2 = 8 



Proposed Methodology – Global Approach 

Optimal Solution 

 
 Produce several segmentation results by consecutively merging all neighboring 
pre-segments in order to have the desired number of words NW. 

 Select the optimal segmentation result which minimizes the cost function. 

Wi  :  the width of the i-th detected               
     word (pixels) 

NCi  :  the number of characters of the  
      i-th word (transcription) 

The ratio of the widths of any detected words pair must be approximately 
equal to the ratio of the number of characters of the corresponding words 
pair only when the word segmentation result is correct. 



Proposed Methodology – Global Approach 

Optimal Solution 

 

NW=6 

NW + 2 = 8 



Proposed Methodology – Combination 



Proposed Methodology – Combination 

 The final selection is made based on a scoring algorithm applied on both results.  

 The segmentation result with the lowest score is considered as final.  

 The scoring algorithm is based on the ranking of both text and image with respect 
to the word width (number of characters per word in the case of text and width per 
word in the case of image).  



Proposed Methodology – Combination 

 Text Ranking: The words are sorted in descending order with respect to their 
number of characters.  

 Image Ranking: The detected words are sorted in descending order with respect to 
their widths.  

 Image Ranking Adjustment: 



Proposed Methodology – Combination 

 Score Calculation : Comparison of Text and Image Ranking  

• Score is zero at the cases where the ranking values are the same as well as 
when two adjacent ranking values change position.  

• Score is equal to the absolute difference of the ranking values 

Final Score = 0  

Final Score = 0  

Final Score = 10  



Experimental Results 

 The proposed methodology was evaluated on the test set of the ICDAR2009 Handwriting 
Segmentation Contest [1]. 

 The set consists of 200 handwritten document images written in several languages 
(English, French, German and Greek) that contain 29717 words. 

 All handwritten document images come from several writers and they do not include any 
non-text elements (lines, drawings, etc.) 

 

[1] B. Gatos, N. Stamatopoulos and G. Louloudis, “ICDAR2009 Handwriting Segmentation Contest”, 10th International Conference on Document Analysis 
and Recognition, pp. 1393-1397, Barcelona, Spain, 2009. 



Experimental Results 

 The performance evaluation of segmentation is based on counting the number of 
the matches between the words detected and the ground truth.  

 The performance was recorded in terms of detection rate (DR), recognition 
accuracy (RA) and F-Measure (FM). 

 

 

 o2o – one-to-one matches , N count of ground-truth words, M count of result words 

 

 



Experimental Results 

Method M o2o DR (%) RA (%) FM (%) 

ICDAR2009 Winner  29962 28279 95.16 94.38 94.77 

Previous Method [1] 29673 28845 97.06 97.21 97.13 

Local Approach 29717 29370 98.83 98.83 98.83 

Global Approach 29717 29499 99.26 99.26 99.26 

Combination 29717 29563 99.48 99.48 99.48 

[1] N. Stamatopoulos, G. Louloudis and B. Gatos, “Efficient Transcript Mapping to Ease the Creation of Document Image Segmentation Ground Truth 
with Text-Image Alignment”, 12th International Conference on Frontiers in Handwriting Recognition, pp. 226-231, Kolkata, India, 2010. 



Conclusions 

 The proposed method fails to correctly detect only 154 words out of 29717.  

 

 
 Only a very small number of segmentation results needs correction in order to 
produce the final word segmentation ground truth.  

  Representative errors:  

 

 Possible transcription errors affect the proposed method. 



Questions 


