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INTRODUCING ICFHR 2014 H-KWS 

Handwritten keyword spotting is the task of detecting query words in handwritten 
document image collections without explicitly recognizing it. 

 

The objective of the H-KWS 2014 is threefold: 

• Record current advances in keyword spotting. 

• Provide benchmarking handwritten datasets containing both historical and 
modern documents from multiple writers. 

• Explore established evaluation performance measures frequently encountered 
in the information retrieval literature while providing the software for these 
measures as implementation reference.  



ORGANIZING ICFHR 2014 H-KWS 

TRACK I - SEGMENTATION-BASED 

•  50 document images of Bentham 
dataset. 

•  100 document images of Modern 
dataset (25 documents per language). 

• Word Location in XML format. 

TRACK II - SEGMENTATION-FREE 

•  50 document images of Bentham 
dataset. 

•  100 document images of Modern 
dataset (25 documents per language). 



ICFHR 2014 H-KWS TIMELINE 

2014 April May June July August September 2014 

ICFHR 2014 H-KWS 
Presentation 

4/9/2014 
Submission of  

competition report/paper 

12/5/2014 

Submission of the Results 
from the participants 

21/4/2014 

Release of the datasets 
and the query sets 

14/4/2014 

Registration to the contest 
7/4/2014 

Today 



BENTHAM DATASET 

It consists of high quality 
(approximately 3000 pixel 
width and 4000 pixel height) 
handwritten manuscripts. 

 

The documents are written 
by Jeremy Bentham (1748-
1832) himself as well as by 
Bentham’s secretarial staff 
over a period of sixty years. 

 



MODERN DATASET 

It consists of modern 
handwritten documents from 
the ICDAR 2009 Handwritten 
Segmentation Contest. 

 

These documents originate from 
several writers that were asked 
to copy a given text. 

 

They do not include any non-
text elements (lines, drawings, 
etc.). 

 

They are written in four (4) 
languages: English, French, 
German and Greek. 



CHALLENGES 

They both contain several 
very difficult problems to be 
addressed, wherein the most 
difficult is the word 
variability. 

 

The variation of the same 
word is high and involves: 

• writing style 

• font size 

• noise 

• their combination 

 

BENTHAM 

MODERN 



WORD-LENGTH STATISTICS FOR EACH DATASET 

BENTHAM MODERN 
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QUERY STATISTICS 
The query set of each dataset is provided in XML format and it contains word image queries of length 
greater than 6 and frequency greater than 5. 

 

TRACK I - SEGMENTATION-BASED 

• 320 queries for the Bentham Database 

• 300 queries for the Modern Database 

TRACK II - SEGMENTATION-FREE 

• 290 queries for the Bentham Database 

• 300 queries for the Modern Database 
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http://vc.ee.duth.gr/H-KWS2014/#Datasets 



EVALUATION CHALLENGES  

• Small variations of the query word that can be found in the datasets. 
For example the word “husband” appears as well as : 

• husband, 

• husband: 

• husband. 

• Husband. 

• Husband] 

• Evaluating overall performance as well as precision. 

• Segmentation - free systems may not detect the whole word or include 
parts of another word. 



CHOSEN EVALUATION MEASURES 

• Precision at Top 5 Retrieved words (P@5) for evaluating precision 
performance. 

• The  Mean Average Precision (MAP) for evaluating overall 
performance. 

• Normalized Discounted Cumulative Gain (NDCG) with binary 
judgment relevancies for evaluating precision-oriented overall 
performance.  

• Normalized Discounted Cumulative Gain (NDCG) with non-binary 
judgment relevancies for evaluating small variations of the query 
word. 

 



 PRECISION AT TOP K RETRIEVED WORD (P@K) 

•

Precision is the fraction of retrieved words that are relevant to the query. 

P@k is the precision for the k top retrieved words. 

In the proposed evaluation, P@5 is used which is the precision at top 5 
retrieved words.  

This metric defines how successfully the algorithms produce relevant results 
to the first 5 positions of the ranking list. 



MEAN AVERAGE PRECISION (MAP) 

It is a typical measure for the performance of information retrieval systems. 

It is implemented from the Text REtrieval Conference (TREC) community by the 
National Institute of Standards and Technology (NIST). 

It is defined as the average of the precision value obtained after each relevant word is 
retrieved: 

where: 



NORMALIZED DISCOUNTED CUMULATIVE GAIN (NDCG) 

The NDCG measures the performance of a retrieval system based on the graded 
relevance of the retrieved entities. 

It varies from 0.0 to 1.0, with 1.0 representing the ideal ranking of the entities. 

It is defined as: 

where: 

reli  is the relevance judgment at position i and IDCG is the ideal DCG which is 
computed from the perfect retrieval result. 



NON-BINARY VS BINARY  RELEVANCE JUDGMENT 
VALUES 

NON-BINARY 

Word Relevance Judgment 
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SEGMENTATION – FREE OVERLAPPING THRESHOLD 

•



 EVALUATION APPLICATION 

• An evaluation application is developed as referenced 
implementation for each metric. 

• It is available for Windows, Mac OS X and Linux 
operating systems as both command-line and GUI 
form. 

• It accepts as input the experimental results file and 
the relevance judgment file, which represents the 
ground truth. Afterwards, it calculates the 
aforementioned evaluation metrics. 



http://vc.ee.duth.gr/H-KWS2014/#VCGEval 



http://vc.ee.duth.gr/H-KWS2014/#Resources 



PARTICIPANTS 

Method Affiliation Participating 

G1 The Blavatnik School of Computer Science, 
Tel-Aviv University, Israel 

TRACK I 
TRACK II 

G2 Computer Vision Center, Barcelona, Spain TRACK I 

G3 Smith College Department of Computer Science, 
Northampton MA, USA 

TRACK I 
TRACK II 

G4 Université de Lyon, CNRS INSA - Lyon, LIRIS, 
France TRACK II 

G5  Institute for Communications Technology (IfN) 
of Technische Universität Braunschweig, 
Braunschweig, Germany 

TRACK II 



TRACK I: SEGMENTATION-BASED - EXPERIMENTAL RESULTS 

BENTHAM DATASET 

Method P@5 MAP NDCG(Binary)  NDCG 

G1 0.738 (1) 0.524 (1) 0.742 (2) 0.762 (2) 

G2 0.724 (2) 0.513 (2)  0.744 (1) 0.764 (1) 

G3 0.718 (3)  0.462 (3) 0.638 (3)  0.657 (3) 

MODERN DATASET 

Method P@5 MAP NDCG(Binary)  NDCG 

G1 0.588 (2) 0.338 (2) 0.611 (2)  0.612 (2)  

G2 0.706 (1) 0.523 (1) 0.757 (1) 0.757 (1) 

G3 0.569 (3)  0.278 (3)  0.484 (3) 0.484 (3) 



TRACK I: SEGMENTATION-BASED  - PRECISION – RECALL CURVES 

BENTHAM DATASET 
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TRACK II: SEGMENTATION-FREE - EXPERIMENTAL RESULTS 

P@5 MAP NDCG (Binary) NDCG 

Method 
Overlapping Threshold 

Average 
Overlapping Threshold 

Average 
Overlapping Threshold 

Average 
Overlapping Threshold 

Average 
0.6 0.7 0.8 0.6 0.7 0.8 0.6 0.7 0.8 0.6 0.7 0.8 

G1 0.617 0.611 0.599 0.609 (1) 0.428 0.419 0.402 0.416 (1) 0.653 0.640 0.621 0.638 (1) 0.671 0.657 0.640 0.560 (1) 

G3 0.596 0.568 0.506 0.556 (2) 0.397 0.372 0.321 0.363 (2)  0.551 0.518 0.457 0.509 (2)  0.569  0.536 0.474 0.526 (2) 

G4 0.351 0.341 0.313 0.335 (4) 0.219  0.209 0.187 0.205 (4)  0.386 0.363 0.319 0.356 (4) 0.400 0.376 0.331 0.369 (4) 

G5 0.597 0.55 0.477 0.543 (3) 0.385 0.347 0.280 0.337(3) 0.569 0.513 0.424 0.502 (3) 0.586 0.531 0.440 0.519 (3) 

BENTHAM DATASET 

P@5 MAP NDCG (Binary) NDCG 

Method 
Overlapping Threshold 

Average 
Overlapping Threshold 

Average 
Overlapping Threshold 

Average 
Overlapping Threshold 

Average 
0.6 0.7 0.8 0.6 0.7 0.8 0.6 0.7 0.8 0.6 0.7 0.8 

G1 0.541 0.541 0.535 0.539 (1)  0.265 0.265 0.259 0.263 (1)  0.491  0.484 0.473 0.483 (1) 0.491 0.485  0.474  0.483 (1) 

G3 0.429 0.422  0.399 0.417 (2) 0.170 0.165  0.152 0.163 (2) 0.310 0.301 0.277  0.296 (2) 0.310 0.301 0.277 0.296 (2) 

G4 0.250 0.241 0.211 0.234 (4) 0.095  0.089 0.077 0.087 (4)  0.218 0.195 0.161 0.191 (4) 0.218 0.195  0.161 0.191 (4) 

G5 0.264 0.247  0.223  0.245 (3) 0.100  0.092  0.081 0.091 (3)  0.229 0.201 0.168 0.199 (3) 0.229  0.202 0.168 0.200 (3) 

MODERN DATASET 



TRACK I: SEGMENTATION-BASED  - PRECISION – RECALL CURVES 

BENTHAM DATASET 
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FINAL RANKING 

TRACK I: SEGMENTATION-BASED 

Rank Method Score 

1 G2 10 

2 G1 14 

3 G3 24 

TRACK II: SEGMENTATION-FREE 

Rank Method Score 

1 G1 8 

2 G3 16 

3 G5 24 

4 G4 32 



AND THE WINNER IS: 
FOR TRACK I – SEGMENTATION-BASED: 

Method G2 which has been submitted by Jon 
Almazán, Albert Gordo, Ernest Valveny 

affiliated to the: 

Computer Vision Center, Universitat Autònoma 
de Barcelona, Spain. 

TRACK II – SEGMENTATION-FREE 

Method G1 which has been submitted by Alon 
Kovalchuk, Lior Wolf, Nachum Dershowitz  

affiliated to the: 

Blavatnik School of Computer Science, Tel-Aviv 
University, Israel. 


