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Welcome from Organizers 

We are glad to welcome you to the 13th edition of the International Workshop on Graphic 
Recognition (GREC 2019). GREC 2019 builds on the success of the twelve previous editions in 
Penn State University (USA, 1995), Nancy (France, 1997), Jaipur (India, 1999), Kingston 
(Canada, 2001), Barcelona (Spain, 2003), Hong Kong (China, 2005), Curitiba (Brazil, 2007), La 
Rochelle (France, 2009), Seoul (Korea, 2011), Lehigh (USA, 2013), Nancy (France, 2015) and 
Kyoto (Japan, 2017). 

The GREC workshops provide an excellent opportunity for researchers and practitioners at all 
levels of experience to meet colleagues and to share new ideas and knowledge about graphics 
recognition methods. The workshops enjoy strong participation from researchers in both industry 
and academia. 

Graphics Recognition is a subfield of document image analysis that deals with graphical entities 
in engineering drawings, comics, musical scores, sketches, maps, architectural plans, mathematical 
notation, tables, diagrams, etc. 

The aim of this workshop is to maintain a very high level of interaction and creative discussions 
between participants, maintaining a « workshop » spirit, and not being tempted by a « mini-
conference » model. 

The workshop comprise several sessions dedicated to specific topics related to graphics in 
document analysis and graphic recognition. For each session, there will be an invited presentation 
describing the state of the art and stating the open questions for the session’s topic, followed by a 
number of short presentations that will contribute by proposing solutions to some of the questions 
or presenting results of the speaker’s work. Each session will be concluded by a panel discussion. 

For this 13th edition of GREC, the authors had the opportunity to submit short or long paper 
depending of the maturity of their research. We finally selected 23 papers from 8 different 
countries, 17 long papers and 6 short papers. Each submission was reviewed by two expert 
reviewers. We would like to take this opportunity to thank the program committee members and 
sub-reviewers for their meticulous reviewing efforts. 

For this edition, we aimed to highlight three topics related to graphic recognition in order to 
organize special sessions on : Music Scores analysis and recognition, Comics Analysis and 
Understanding, Sketch Recognition and Understanding. However, only one paper on sketch 
analysis and one paper on music score have been submitted for this edition. So the program will 
only include a special session dedicated to Comics Analysis and Understanding.  

Finally, we have included in this edition of GREC, a round-table discussion with industrial and 
academic participants in order to discuss about the future of Graphic Recognition.  

We hope you will enjoy the workshop and we are looking forward to welcome you to the 13th 
edition of the International Workshop on Graphic Recognition in September in Sydney. 

The GREC 2019 General Chair 
Jean-Christophe BURIE 
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Multi-class semantic segmentation of comics: A
U-Net based approach

Jochen Laubrock1 and David Dubray2

Department of Psychology, University of Potsdam, Potsdam, Germany
Email: 1laubrock@uni-potsdam.de, 2ddubray@uni-potsdam.de

Abstract— Dubray and Laubrock [3] describe a U-Net based
fully convolutional neural network model for speech balloon
segmentation. Here we extend their model to multiple classes,
including panels and captions. Multi-class semantic segmentation
is achieved by using k ouptut channels for k classes, and
arranging the ground truth maps accordingly. First results are
very promising: the different classes can be separated rather well,
including difficult cases such as elements delineated by illusory
contours. We achieve state-of-the-art performance on the Graphic
Narrative Corpus (GNC) [4] validation set, with F1-scores of
0.95 for speech balloons, 0.92 for captions, and 0.99 for panels.
Error inspection suggests that cases that are problematic for the
network are often cases that are also difficult for humans.

Index Terms—Convolutional neural networks; Deconvolution;
Image segmentation; Document Analysis; Comics

I. INTRODUCTION

A recent review of comics analysis concludes that “segment-
ing the panels or reading the text of any comics is still challeng-
ing because of the complexity of some layouts and the diversity
of the content” [2]. Several methods have been proposed for
segmentation of individual elemens. Recently, Dubray and
Laubrock [3] achieved state-of-the art performance in speech-
balloon segmentation using a fully convolutional variant of the
neural network architecture U-Net [10]. Here we extend their
approach to multiple classes. We modified the U-Net to enable
multi-class joint semantic segmentation of comics books pages
into panels, captions, and speech balloons.

A. Related work

Deep convolutional neural networks (DCNNs) using learned
feature hierarchies outperform classical engineered features
in a wide variety of visual recognition and localization tasks.
DCNNs features shaped by training on large photographic
datasets can be re-used to describe comics pages.

For example, Laubrock and Dubray [6] successfully cat-
egorized illustrator style using DCNNs. Comics readers’
attention/gaze and DCNN predictions of empirical saliency
focus on similar regions of comics pages [7]. Nguyen et al.
[9] describe a multi-task learning (MTL) model for comic book
image analysis derived from Mask R-CNN that can segment
several classes such as panels, balloons, and characters, and
that also predicts balloon-character associations. We will use
this MTL model as a baseline for our performance evaluation.

B. The present approach

Here we use a deep neural network to learn about the shape
and appearance of panels, speech balloons, and captions, given

annotated pages from the GNC. We regard this as a semantic
segmentation problem, i.e., a pixel-wise classification task. In a
joint architecture, we use the same encoder-decoder pathways
to generate three prediction maps simultaneously, one for each
target class. Thus the main difference to the approach described
in [3] is in the number of output maps. Two further differences
are that we use (a) more training material, and (b) more variants
of data augmentation during training.

II. METHODS

To save space, we will only describe the differences to [3].

A. Dataset
The training material consisted of 3,430 annotated pages,

downscaled to 768× 512 pixels in RGB, from more than 200
comic books of the GNC. Binary mask images were generated
from ground truth annotations of panels, balloons, and captions.

B. Model architecture
We used a fully convolutional approach based on the U-Net

architecture for predicting pixel-based image segmentations.
The network can be divided into an encoding and a decoding
branch, devoted to describing the image using a pre-trained
VGG-16 network and semantically-guided re-mapping back to
input space, respectively.

To achieve joint segmentation of images of width w and
height h into k classes, we had the model output a tensor
of h × w × k, and computed pixel-wise loss functions with
respect to accordingly arranged groud truth masks. A sigmoid
activation function as the last step of decoding resulted in a
768× 512× 3 representation of floating values in (0,1), which
can be considered to give the probability of each pixel to
belong to a given class, independently. Each of the three layers
codes for one class.

C. Loss function
Binary cross entropy loss and Dice loss were each computed

over each pixel i in the set of h×w×k pixels of binary image
masks y and model predictions ŷ. As loss we defined their
unweighted sum.

D. Training and augmentation
The dataset was randomly split into training and validation

sets. We applied image augmentation to the training set,
randomly varying hue, brightness, saturation, contrast, shifting
height and widths, and flipping the image horizontally and
vertically within reasonable boundaries.
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TABLE I
SEGMENTATION PERFORMANCE IN PERCENT.

Speech balloons Captions Panels
Method Recall Precision F1 Recall Precision F1 Recall Precision F1

Nguyen et al. [9], Comic MTL, ebdthèque 74.9 92.8 82.9 77.0 73.2 75.0
Our method, Graphic Narrative Corpis 95.6 96.5 95.0 92.8 94.5 91.8 99.0 98.8 98.6

III. RESULTS

Table I lists the values for recall, precision, and F1 score for
instances of each of our three output classes. These measures
were computed pixelwise. To put our results into perspective,
we compare the values with results from the MTL model
reported in [9]. To be fair, we note that different data sets
were used in the evaluation, and the ebdthèque data set used
by Nguyen et al. [9] is rather heterogenous. Thus it is expected
that performance will be somewhat weaker for the ebdthèque.
An evaluation of our model with other data sets is on the
way. Also note that the ebdthèque and the MTL model do not
currently differentiate between speech balloons and captions.

Our model achieves state-of-the art performance. Even
though a direct comparison is difficult, it is clear that our
model performs at least on par with previous approaches.

Figure 1 shows some qualitative results. The examples from
the test set illustrate that the model can well capture different
shapes of speech balloons and panels, and can also guess the
shape of a caption that does not have a physical boundary,
but just an imaginary continuation of the gutter. Inspection of
errors on other pages suggests that the model usually does well,
but is sometimes tempted to classify scene text as caption, and
sometimes confuses caption and balloon.

Fig. 1. Example from Maus [11] illustrating typical performance. From left
to right: original, model predictions for ballons, captions, panels, respectively.
Note that captions without borders can be delineated quite well (e.g., lower
right panel).

IV. DISCUSSION

We obtained very good segmentation results for several
classes of objects in comics by training a fully-convolutional
variant of the U-Net. Segmentation of panels and speech
balloons was excellent, and caption segmentation was still
very good, especially when considering that the definition of
what constitutes a caption varies somewhat between annotators.

Even elements that were partly defined by illusory contours
were successfully segmented, and the model is flexible enough
to detect the shape and direction of speech balloons’ tails. Some

of the remaining misclassifications appear to be relatively easily
addressable by some heuristic post-processing.

A potential limitation is related to the training material. We
anticipate similar problems as Dubray and Laubrock [3] for
balloon and caption segmentation with material containing
non-Latin script. These should be resolvable using training on
the Manga109 data set [8].
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Confidence criterion for speech balloon segmentation

Christophe Rigaud, Van Nguyen and Jean-Christophe Burie
Laboratoire L3i,

University of La Rochelle
17042 La Rochelle CEDEX 1, France

{christophe.rigaud, nhu-van.nguyen, jean-christophe.burie}@univ-lr.fr

Abstract—This short paper investigates how to improve
the confidence of speech balloon segmentation algorithms
from comic book images. It comes from the need of precise
indications about the quality of automatic processing in order
to accept or not each segmented regions as a valid result,
according to the application and without requiring any ground
truth. We discuss several applications like result quality as-
sessment for companies and automatic ground truth creation
from high confidence results to train machine learning based
systems.We present some ideas to combine several domain
knowledge information (e.g. shape, text, etc.) and produce an
improved confidence criterion.

I. INTRODUCTION

Digital comic content is produced to facilitate transport,
reduce publishing cost and allow reading on screens from
television to smartphones like newspapers and other docu-
ments. To get a user-friendly experience of digital comics
on all mediums, it is necessary to extract, identify and adapt
comic book content originally designed for paper print-
ing [1]. Comic book image content is composed of different
textual and graphical elements such as panel, balloon, text,
comic character and background.

The speech balloon is a major link between graphic and
textual elements. They can have various shapes (e.g., oval,
rectangular) and contours styles (e.g., smooth, wavy, spiky,
partial, absent). Speech balloons entirely surrounded by a
black line (closed) have attracted most of the researches
so far. They were initially based on region detection, seg-
mentation and filtering rules [2], [3] and evaluated on small
privates datasets. Liu et al. [4] proposed a clump splitting
based localization method which can detect both closed and
open speech balloons. They performed the evaluation on the
eBDtheque [5] dataset using recall and precision metrics.

In addition, Liu et al. [6] and Rigaud et al. [7] pro-
posed approaches making use of text contained in speech
balloons for segmenting speech balloon contours at pixel
level. They both used the same evaluation metric (recall and
precision) and dataset (eBDtheque) with a little difference
that Rigaud et al. computed a confidence value within their
contour candidate filtering operation.

All these approaches have been tested on datasets which
give indication about how well they perform and make
comparison possible with new researches. However, they can

Table I
EXAMPLES OF CONFIDENCE CRITERION FOR CORRECT AND WRONG

BALLOON SEGMENTATION.

ALL RIGHT, (i - .
BRAD . ,

WHANK you!
cShape = 0.92% cShape = 0.22%
cLex = 0.95% cLex = 0.00%

not give an indicator on a single detection out of the tested
dataset, except [7]. Private companies may not be satisfied
by such evaluation because published datasets may not
exactly reflect their private dataset characteristics. Moreover,
a confidence value associated to each detected element
would be helpful for deciding if it fits their requirements
or requires extra processing.

In this paper we propose an improvement of an existing
confidence criterion for speech balloon segmentation quality.

II. PROPOSED METHOD

We define the speech balloon segmentation confidence
criterion as a score between zero and one encoding the con-
fidence of each segmented region similarly to the confidence
value introduced in [7]. In [7], the confidence value is based
on two weighted variables such as the contained text (all
connected components) alignment cAlign and segmented
region shape cShape. We propose to strengthen the first
parameter initially based on alignment features (distance and
position analysis of neighbouring connected components)
by replacing it by the confidence value computed from
at least one Optical Character Recognition (OCR) system.
OCR systems take into account a lot of features to recognise
characters, words and text lines from images (e.g. alignment,
shape, size, spaces, contrast) which increases their results
reliability. Such systems usually provide a confidence value
associated to each results (classification likelihood) but in-
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stead of using it , we preferred to use a readily observable
quantity that correlates well with true accuracy of the
recognized text as describe in [8]. This metric was originally
proposed to compare OCR system output performances but
in our case, we use it as an OCR independent indicator
about the OCR output quality. We compute, for each OCR
token, the minimum edit distance (Levenshtein distance) to
its most probable lexical equivalent from a lexicon of the
corresponding language (e.g. Grammalecte, WordNet). The
sum of these distances d over all tokens is, therefore, a
statistical measure for the OCR output, and the lexicality
defined as cLex = (1 - mean Levenshtein distance per
character ratio) is a measure for accuracy.

The second term cShape, as described in the original
publication [7], encodes the overall convexity of the balloon
outline in order to find how similar to a perfect bubble
(or rectangle) the balloon candidate is. It is defined as the
ratio between the Euclidean perimeter of the convex hull of
the measured shape S and the Euclidean perimeter of the
measured shape S as follows:

cShape =
arcLength(hull(S))

arcLength(S)
(1)

The original Equation (2) from [7] becomes as follows
when we replace cAlign by cLex:

C = α× cLex+ β × cShape (2)

The best weighting parameter values were validated as
α = 0.75 and β = 0.25 in [7] (α + β = 1). However,
because cLex is based on really different features compared
to the original cAlign parameter, they both need to be re-
validated according to the desired application. The main
advantage of replacing the alignment-based measure by a
OCR-based measure is that it is much more reliable to detect
the presence of text with a high confidence inside segmented
regions, thanks to the growing progress of OCR systems [9].
However, if the OCR system is not able to recognize a part
of text because it is written with an “unseen” typewritten
font or handwritten style, it will result in a poor confidence
score even if the segmentation region is a true positive. Also,
words may be recognized as others, or with minor errors and
still get a good confidence score in some cases.

An example of the proposed confidence criterion is given
Table I. In this table, segmented contours are represented
in cyan and convex hulls in red in the first row. Wrong
transcriptions are highlighted in red in OCR output in the
second row. Corresponding confidences are given in the last
row.

III. CONCLUSION

This short paper investigates how to compute a confidence
criterion that can indicate speech balloon segmentation qual-
ity without requiring any ground truth. It relies on comics
domain knowledge i.e. bubble-like shape and text content.

It may be suitable for continuous quality control in large
digitization and indexation processes or automatic ground
truth generation for machine learning techniques.

In the future, we would like to investigate other features
that can improve further the quality of such confidence
criterion. The combination with external information like
the position in the panel and the overlap with other elements
could be other sources of information to aggregate.
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I. INTRODUCTION

Evaluating visual structure recognition for math expressions
is complex due to the interactions between input primitives,
detected symbols, and their spatial relationships. Visual struc-
ture is expressed using trees describing the arrangement of
symbols on writing lines, and the hierarchical spatial arrange-
ment of these writing lines (see Figure 1(b)). LATEX formulas
represent this information along with additional formatting
directives (e.g., for fonts, symbol sizes, and spacing).

Formula recognition comprises three major tasks: detecting
symbols, classifying symbols, and determining spatial relation-
ships between symbols. With the correct tools, symbols and
relationships can be evaluated separately, and specific errors
compiled using confusion matrices and confusion histograms
that tabulate and count specific errors for given sub-trees in
ground truth formulas [1]. As a simple illustration, if the
expression ‘xy+1’ is recognized as ‘2a+b,’ the output can be
considered as having the correct spatial relationships/structure
(i.e., five symbols on one writing line), but only one symbol
is shared between the two formulas (‘+’).

A number of state-of-the-art systems were inspired by
automated image captioning, avoiding explicit symbol seg-
mentation and producing LATEX output [2], [3]. By representing
structure only over detected symbol classes, we lose the
correspondence of input primitives (e.g., handwritten strokes
in Figure 1(a)) to symbols in the output. So far, LATEX outputs
have been evaluated using string-based metrics such as exact
matching, string edit distances, or n-gram-based metrics such
as BLEU, or by computing distances between images pro-
duced after rendering TEX formulas. Unfortunately, different
LATEX strings can represent identical formulas, or produce
differences in spacing or formatting for the same underlying
expression. These measures approximate rather than directly
capture differences in visual structure at the level of symbols
and relationships seen in Figure 1(b).

II. VISUAL STRUCTURE REPRESENTATION (SYMLG) AND
SYMBOL-LEVEL EVALUATION METRICS

To allow us to evaluate and compare visual structure recog-
nition using symbols and relationships directly, we convert
LATEX and other structure representations to Symbol Label
Graphs (symLGs, see Figure 1(b)). In a symLG, each symbol

a

(s1)

+

(s2)

+

(s3)

6

(s4)

b

(s5)
R

R
++

R

R Sup

(a) Stroke Label Graph (LG)

a

(o)

+

(oR)

6
(oRR)

b
(oRRSup)R R

Sup

(b) Symbol Label Graph (symLG)

Fig. 1: Different representations for formula ‘a + 6b’ written
using five strokes. Node identifiers are shown in brackets.

has an identifier. Identifiers are defined by the sequence of
spatial relationships from the root symbol to each symbol in
the tree. The adjacency matrix for a symLG contains symbol
class labels on the diagonal (for symbol self-edges), and
spatial relationships between symbols in off-diagonal entries.
Using this, we can then directly compare formulas based on
the agreement between adjacency matrix entries, even when
symbol identifiers are missing in one of the graphs [1].

To obtain symLGs, we first need to produce a uniform
symbol-level structure representation, for which we have used
Presentation MathML. We convert TEX formulas to MathML
using pandoc.1 This transformation preserves symbols and
spatial relationships while removing formatting directives
(e.g., \quad, fonts). For primitive-based output representa-
tions, such as the stroke label graph in Figure 1(a) [4], we use
a simple transducer to produce MathML. In a label graph, all
strokes in a symbol share the same spatial relationship with
strokes in the related symbol (e.g., for ‘a’ and ‘+’), and symbol
segmentation is given using bidirectional edges labeled with

1https://pandoc.org
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TABLE I: symLG im2latex-100k results (9,378 test formulas).
Shown are correct symbol/relationship locations (Detection),
symbol/relationship classes (Det.+Class), formula SLT struc-
ture ignoring symbol labels, and valid structure and symbol
labels (Str.+Class).

Symbols Relationships Formulas
Det. Det.+Class Det. Det.+Class Str. Str.+Class

IM2TEX 95.70 93.48 95.50 95.50 86.79 83.15

their associated symbol’s class (e.g., for ‘+’).
Once we have a MathML representation for a formula,

we generate symbol identifiers using the spatial relationship
sequence from the root symbol (see Figure 1(b)). Identi-
fiers allow us to address symbols on writing lines from
different structure representations. This produces a symbolic
representation for recognition outputs, one that ignores the
correspondence of output symbols to input data [1].

Symbol-Level Metrics. Once we have our symLG represen-
tation, we compute symbol-level metrics using evaluation tools
from the CROHME handwritten math recognition competi-
tions [1], [4], [5] originally designed for stroke-level evaluation
(the LgEval library). LgEval metrics include formula and
symbol recognition rates, along with recall and precision for
detection and detection + classification of both symbols and re-
lationships [1]. The symLG representation allows us to identify
specific relationship classification errors, structure errors, and
symbol classification errors (when symbol locations/identifiers
are correct; see Section IV).

Related Work. Symbolic evaluation has been considered
previously, e.g., EMERS [6] is a tree edit distance using
an Euler string representation to quantify partially correct
recognition for MathML trees. Symbol errors are weighted
inversely proportional to their distance from the main writing
line (baseline) of the expression, to decrease the impact of
errors inside branches. A form of symbolic evaluation based
on unlabeled trees was used in early CROHME competitions
[1]. The IMEGE metric [7] is a pixel-based image distance
metric, which has been used for evaluation by rendering an
image from output LATEXstrings [2].

III. CASE STUDY

We use symLGs to evaluate the IM2TEX system by Deng
et al. [2]. As shown in Table 1, our symLG metrics provide
measures for correct symbol detection (i.e., symbols exist
at expected spatial locations), correct symbol locations and
labels, correct relationships, and structure and symbol classi-
fication accuracy at the expression level. Note that because
spatial relationships determine symbol locations, a correctly
detected relationship is also correctly classified.

For the im2latex-100k data set, we were able to convert
9,378 of the 10,355 test formulas (90.6%) from LATEX to
MathML using pandoc. Many failed conversions are caused
by invalid syntax (e.g., missing brackets).

For the 9,378 formulas that were converted successfully
to MathML, We are now able to report that the percentage

of correct formulas with both correct symbols and structure
is 83.15%, that 93.48% of symbols are in the proper lo-
cation with their correct class, and that 95.50% of spatial
relationships are correct. The metrics previously reported by
the IM2TEX authors include BLEU (tok) at 58.41, BLEU
(norm) at 87.73, exact image-based pixel matching of 77.46,
and image-based pixel matching with a whitespace tolerance
(-ws) of 79.88 [2].

Moreover, using symLGs we can provide detailed error
analysis that string and image-based representations cannot
capture (omitted for space). The most common error is ‘miss-
ing’ symbols. This happens because symbols are identified
by their absolute path - therefore, errors in structure lead to
errors in symbol detection and classification. Note that this
also means that correctly detected symbols at the incorrect
position in a symLG are identified as invalid.

IV. CONCLUSION

We have presented a technique that allows string and tree-
based formula structure representations to be meaningfully
compared at the level of recognized symbols and relationships.
Further, this permits fine-grained evaluation of recognition
results at the individual symbol and relationship level, as
well as at the expression level, addressing limitations with the
previous use of string-based and image-based metrics used to
evaluate LATEX output. In future work, we hope to use more
robust methods for converting from LATEX to MathML.

Our symLG-based metrics were used for the recent ICDAR
2019 CROHME + TFD competition [8], as they are simple
to understand, and provide useful global performance metrics
and automated error analyses.
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Abstract—This paper presents a preliminary research work for
the analysis of handwritten arithmetic operations in the context
of e-education. Given a mathematical exercise, an answer in the
form of an arithmetical operation is expected from a child. This
answer can be represented by a graph containing both expected
numbers and their corresponding relationship one to another. We
propose to compute several hypotheses Fuzzy Visibility Graph of
symbols over a child’s input. The widely used A* algorithm to
compute exact graph edit distance is applied over those graphs
to match the expected answer. To reduce the search complexity,
simplified graphs of operands are first generated and used. Each
operand is a sub-graph of the original graph, the algorithm is
then applied on the pairs of matched sub-graphs. The hypothesis
graph with the smallest graph edit distance with the expected
graph and the matched differences can be used to produce an
adapted feedback. The result of an experiment over a given
example is presented.

Index Terms—graph edit distance, A* algorithm, handwritten
arithmetic operation, fuzzy visibility graph, graph analysis.

I. INTRODUCTION

The improvement of pen-based devices over the recent years
offers new ways of teaching in school. We now have the
opportunity to provide interfaces with complete liberty for the
children. Thus one can devise an adapted system to create
personalized and extensive feedback on mistakes made without
a costly human analysis. For our domain of application,
learning mathematics, such problem can be represented by
a graph GT = {VT , ET } where VT , the set of vertices,
represents the set of mathematical symbols and ET , the set
of edges, represents the mathematical relationships between
symbols, as displayed in Fig. 1a.

The scientific problematic boils down to a problem of graph
matching. Given a source graph GS produced from the child’s
input and a target graph GT which is the expected solution,
we are looking for the best graph edit distance (GED) that
minimizes the number of required operations to transform GS

into GT . The community of pattern recognition has since long
tackled the problematic of graph matching. A study in [1]
covers most of the related works on the matter, from exact
graph matching to inexact graph matching. Recent works focus
on the improvement of the computation of a higher bound
for classification purpose. In [2] the authors present several

With the support from the LabCom ScriptAndLabs funded by the ANR
ANR-16-LVC2-0008-01

(a) Target graph of
symbols GT

(b) Target graph of
operands GTO

Fig. 1: The graph GT generated with rules over the arithmetic
operation: 954 + 947.

optimization algorithms. However, to compute the best GED,
the A* algorithm [3] is a robust but costly solution. In [4] an
algorithm is presented to compute the exact GED in half the
time and with a lower memory consumption.

As a first milestone for our research work, we present
in Section II the application of a naive A* algorithm on
an intermediate then complete representation of the graph to
reduce overall computational complexity. Then we present a
first experiment in Section III. In Section IV we discuss our
ongoing research work on this problematic.

II. OUR SYSTEM

To produce a graph that can be matched to the target
graph presented earlier, we extend a system previously built
in [5] called Fuzzy Visibility Graph. Fuzzy landscapes, cor-
responding to fuzzy areas in the space each representing an
observed mathematical relationship, are learned over pairs of
symbols and are used to build the graph from a set of symbols.
This set of symbols is produced by two different Random
Forest classifiers to segment the strokes into symbols and to
classify those symbols with two set of geometrical features.
The classifiers give us a probability for each class. As children
are still in the learning process and can have very different and
ambiguous input, instead of generating one graph GS to match
to the target graph GT , we generate a set of hypotheses graphs
G = {GS1, GS2..GSn} for each uncertain classification. As
such the goal is to match each graph GSi to the target graph
GT to find the graph with the lowest GED. Fig. 2 display an
example of two hypotheses graphs made on the same input
where the segmentation was ambiguous.
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Fig. 2: The two Fuzzy Visibility Graphs of symbols hypotheses
GS1 and GS2.

As stated earlier, a simplified A* algorithm is used to match
each graph GSi to GT . The costs of transformations (Eq. 1)
are defined to put more emphasis on how the child has built his
operation with a higher cost for edges deletion/insertion rather
than what he has written with a lower cost for different vertices
matching. For vertices substitution, ||lu − lv|| currently refers
to the Levenshtein distance on the string of symbols labels.
For edges substitution, f(r(u,v)−r(u′,v′)) has a cost of 0 if the
relationship is similar or a cost of 1 otherwise. We also impose
a restriction on the deletion and insertion of vertices. Let NT

and NS be respectively the number of vertices for the target
and source graph considered. We only allow the insertion of
vertices if NT > NS and the deletion of vertices if NT < NS .
In other words, as we are working with operations that are
expected to contain lots of mistakes from both positioning and
calculus, the goal is to force a matching, even if symbols have
different labels, rather than deleting and adding new vertices
with correct labels if the child made mistakes on numbers.
Thus, if we observe too mane or too few vertices, we allow
a number of insertion/deletion operations as to match exactly
those which are missing/in excess. Once the best GED for the
pairs of graphs of operands is computed, we can compute the
GED on the graph of symbols for each hypothesis.

c(u −→ v) = ||lu − lv||
c(u −→ ε) = c(ε −→ v) = τ
c((u, v) −→ (u′, v′)) = f(r(u,v), r(u′,v′))
c((u, v) −→ ε) = 0
c(ε −→ (u′, v′)) = 2τ

(1)

We now have the matched pairs of operands between each
graph GSOi and GTO, each operand being a sub-graph of the
original graph of symbols. The algorithm A* is applied to
find the best GED for each pair of matched sub-graphs. We
identify two types of edges: internal edges between symbols of
the sub-graphs, that are matched as usual, and external edges
between symbols and operands. For the latter case, the cost of
edges edition is computed from a symbol vertex to an operand
vertex: {(u, V )}. This allows us to avoid matching larger sub-
graphs of related symbols which would in turn increase a lot
the number of matches. The lowest sum of the GED and its
corresponding edit path on the set of sub-graphs represent the
best matching for each graph GSi to GT . The hypothesis graph
with the lowest cost is kept and the resulting GED represents
the analysis result with the differences on what was expected.

III. EXPERIMENT

We ran the system on the given arithmetic addition
displayed in Fig. 2. Two hypotheses are generated while
producing the fuzzy visibility graph (Fig. 2). These hy-
potheses (GS1, GS2) are converted to two operands graphs
(GSO1, GSO2) using the same rules to produce GTO. The
two matching steps presented in Section II are applied and the
expected hypothesis graph has the lowest GED with a missing
relationship between the + and the horizontal bar. Otherwise if
we were to select the second graph as the best hypothesis, then
the edit path: Insert node, Insert relation, Insert relation on the
carry-over in GT give us the information that the carry-over
was forgotten, and thus an adapted feedback can be displayed.

IV. CONCLUSION AND PERSPECTIVES

We presented the first step of a system that make use of
fuzzy visibility graph representation to compute the graph
edit distance from hypotheses graphs to a given target graph.
The standard A* algorithm is used, and an intermediary
representation is used to match sub-graph of the initial pair of
graphs to reduce the computation time. Simple cost functions
for the graph edition are used. On a first sample, the correct
hypothesis graph is matched at a lower cost and the expected
matching between symbols is found in a reasonable time.

In the future we intend to learn the cost functions on
a complete dataset to take into account the probabilities
of the classifiers producing the initial hypotheses graphs.
Then we will be able to produce experimental validation
on a corresponding dataset. Another step is to implement a
more efficient algorithm to reduce computation for complex
operation, and to merge the different hypotheses graphs in
a single graph with vertices and hypotheses edges to avoid
matching the same pairs several times. Other improvement
can be made on the initial graph representation. We also
intend to expand experiments on a large dataset collected from
children aged 6 to 8-years-old to evaluate the effectiveness
of the matching with several methods and different type of
arithmetical operations. Eventually transformations resulting
from the graph edit distance will be used to produce adapted
feedback for the children.

ACKNOWLEDGMENT

With the support from the LabCom ScriptAndLabs
founded by the ANR ANR-16-LVC2-0008-01

REFERENCES

[1] M. Vento, “A long trip in the charming world of graphs for pattern
recognition,” Pattern Recognition, vol. 48, no. 2, pp. 291–301, 2015.

[2] K. Riesen, “Structural pattern recognition with graph edit distance,”
Advances in computer vision and pattern recognition, Cham, 2015.

[3] K. Riesen, S. Fankhauser, and H. Bunke, “Speeding up graph edit distance
computation with a bipartite heuristic.,” in MLG, pp. 21–24, 2007.

[4] Z. Abu-Aisheh, R. Raveaux, J.-Y. Ramel, and P. Martineau, “An exact
graph edit distance algorithm for solving pattern recognition problems,”
in 4th International Conference on Pattern Recognition Applications and
Methods 2015, 2015.
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I. INTRODUCTION

Optical music recognition (OMR) systems are key tools
for publication of music score collections that are currently
found only on paper. The main goal of an OMR system
is to convert music sheet images to a digital structured
format, like XML-based ones. Under the perspective of
cultural heritage preservation, many of these collections are
handwritten material, and some of them can be found in
early notation systems.

In particular, Spanish white mensural notation was the
dominant code for writing music in Spain during the 16th to
18th centuries, producing large collections of documents yet
to be made accessible to the public. In all these cases, just the
scanned or photographed images of the scores are available.
The OMR techniques available today are far to be ready for
being applied to that kind of handwritten documents.

The system under development in the Hispamus project
(named MuRET) is intended to produce both a transcribed
copy of the original (diplomatic version) and the material
for elaborating a critical edition, where possible mistakes
and stains, blots or even holes that may affect the original
material in the original work may be corrected and solved.
This is not a trivial task.

Typical OMR systems such as Audiveris1 or Photoscore2

are mainly devised to extract the musical content from
printed or manuscript score sheets in order to edit them
further in music edition applications. Aruspix [4] goes a step
beyond, and allows the superimposition and the collation
of early music prints. However, none of them is devised
for recognizing the contents of printed or manuscript scores
from different approaches, allowing the manual introduction
of new materials, the encoding into all current standards,
and the assisted transcription into a edited version ready for
preparing a critical edition.

II. METHODOLOGY

One important feature of MuRET is the possibility to
render also a translated version to a modern notation score,
readable by a contemporary musician, and allowing the
public to enjoy and search into the digital contents of these
works, either as a musicologist or as a performer.

1https://github.com/Audiveris
2https://www.neuratron.com/photoscore.htm

From the technical point of view, it is important to note
that the symbol recognition and processing stages of the sys-
tem are designed using Machine Learning (ML) techniques.
Most available systems are based on heuristic rule methods,
but one of the problems of OMR is the existence of too
many repertoire-dependent context rules [1]. Therefore, it
is hard to extend them to recognize early music notations,
that are sometimes very different from the modern one. By
applying innovative ML technologies we can build models
based on training pairs: sets of images that are presented
together with ground-truth labels. This is a key point of
this method, because it opens up the possibility of adapting
the system, in principle, to any music notation, provided
that labelled data are available for the system to learn. In
fact, the proposed system is being developed working on
two different collections of handwritten music scores: vocal
music manuscripts, written in Spanish mensural notation,
and Spanish traditional songs transcribed by hand in modern
music notation by ethno-musicologists.

MuRET has been designed to fulfill these requirements,
giving support to the whole process of transcription of a
manuscript source in such a way the traceability of each
step is maintained while allowing different OMR approaches
(detailed below). In addition, as this system is conceived
as a research tool, it has been equipped with features to
measure the efficiency and effectiveness of the different user
and machine tasks utilized.

Manuscripts Manual ordering 
of images

Scan / 
photograph

Whole image
symbol locating

Page and staff 
clustering 

Page 
segmentation

Region / staves 
segmentation

Individual 
symbol 

recognition

Manual correction 
of symbols

Music editing

End-to-end 
sequence 

recognition

Image files (TIFF, JPG...)

Symbol bounding 
boxes

Figure 1. Allowed workflows in MuRET
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The scheme in Fig. 1 describes the different automatic and
manual operations performed in the system for any of the
considered approaches. The different workflows are imple-
mented in such a way that the process can be accomplished
in an arbitrary number of working sessions and users. Also,
the stages include the logging of user actions for future
performance assessment.

In the first stage, the system input are digitized image
files of the manuscripts. The OMR operations generate two
kind of sequence symbol encodings. One is named agnostic,
which contains symbols by their graphic value and their
position, without analyzing the role of the symbol in the
score, e.g., a ] symbol is tagged as a sharp, regardless it is
a note modifier or an element of a key signature (like a D
sharp key that has two of them). The other encoding is the
semantic one, where meaningful musical information can be
encoded in any standard music format. Here, the D Major
key signature is encoded as an explicit D Major key code.
The conversion from the agnostic encoding to a semantic
one in mensural music requires a specific procedure to deal
with context-dependent interpretations of graphical symbols.

Furthermore, MuRET is designed under the assumption
that no OMR approach is able to achieve a perfect perfor-
mance. Thus, the user intervention is required. This assess-
ment and correction task can be accomplished at graphical
symbol level (agnostic) or by editing the music content
obtained directly (semantic).

We believe that it is difficult to find a single approach
for OMR that can be effective in all kinds of situations.
Therefore, we have implemented different approaches for
this task:

User-driven symbol recognition: in this case, the user
locates the symbols manually. The use of a digital pen [3]
results in a more ergonomic interaction (see Fig. 2), specially
for making corrections to system errors. This procedure
yields a bounding box for each symbol, that is received by
a classifier as input. The output is the category prediction
of the symbol therein. Another classifier is then used to
estimate the vertical position of the symbol within the staff.
By clustering the positions of the bounding boxes on the
y-axis, the number of staves can be determined, while an
ordering on the x-axis allows determining the actual order
in the sequence of symbols. The advantage of this approach
is that the classifiers need little ground-truth data to obtain
good results, but users’ effort is demanding.

Holistic staff recognition: in this approach, each staff is
processed holistically, that is, in just one step, without pre-
vious symbol segmentation. This can be achieved by using
models like recurrent neural networks [2]. The advantage
of these approaches is that the ground-truth data consists
simply of pairs of staff images and their corresponding
sequence of music symbols, without the need to indicate
any geometrical information, but needs more training data.

From the semantic representation of the music content

Figure 2. User-driven symbol recognition. Classifiers deal with manually
located symbol bounding boxes.

Figure 3. Spanish late white mensural transcription and translation to
modern notation.

of a early music notation score, the system can make a
transcription to modern music notation (see Fig. 3), task
that can be implemented as a number of rules, stated by
specialists.

The current goal of the works covered by the Hispamus
project is not to generate final edited preprints, but to
produce contents to be sent to online services or publishers.
The MuRET system is being designed to export in any
interchange format that will be eventually edited by the
publishers to fulfill their publishing workflow.
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Abstract—Hand-drawn animation is a long-established means 
of artistic expression and still plays an important role, despite 
the spread of computer-generated animation. In addition, 
several studios have even retouched CG movies to make them 
look hand-drawn. In this study, we present a tool to support 
the production of destruction animations and help create 
hand-drawn animations. With our tool, the artist provides a 
sequence of hand-drawn pictures of an object being destroyed 
(source) and the geometry of another object (target) for which 
they want to create a destruction animation. Then, the tool 
automatically generates an animation of the target being 
destroyed. The key idea behind the tool is to effectively reflect 
the hand-drawn style of the source in the target. Two 
techniques are used to generate the animations: transferring 
the shapes of the source’s cracks in the initial frame, and those 
of its fragments in the second and subsequent frames. 

Keywords-animation; hand-drawn; drawing tool 

I. INTRODUCTION

Hand-drawn animation, involving sequences of frame-
by-frame drawings, is a long-established means of creating 
moving images. One of its distinctive features is that artists 
intentionally exaggerate particular movements depending on 
the situation [1], and that each frame contains artist-specific 
stroke variations that create particular impressions, different 
from those produced by accurate computer-generated 
animations. Destruction scenes involving many fragments 
are clear examples of such artistic expression, in the sense 
that even rigid fragments shift and deform as they move, due 
to changes in the artist’s strokes. Some attempts have been 
made to automatically generate exaggerated animations of, 
e.g., rigid bodies [2].

This study aims to develop a tool that helps artists to
produce destruction animations with a hand-drawn feel. Here 
we assume these animations satisfy the following three 
conditions: the object’s initial shape is represented by a two-
dimensional polygon; the first frame consists of a set of line 
segments that divide the original polygon into fragments; 
and each fragment deforms as it moves in the second and 
subsequent frames. The input is assumed to consist of a 
sequence of drawings of an object being destroyed (source) 
and the shape of another object (target) for which the artist 
wishes to create a destruction animation (Fig. 1). 

The tool is designed to generate a destruction animation 
for the target by appropriately projecting the source’s 
geometric information onto it. This is conceptually similar to 
an image style transfer [3], in the sense that the features of 

(a) Source (b) Target 1 (c) Target 2
Figure 1. The source animation (a) is transferred to two 
targets, at the tops of (b) and (c), to generate destruction 

animations. 

one image are reflected in another. In the first frame, the aim 
is to project the source’s line segments onto the target in 
order to divide the target into suitable fragments. We 
perform this projection based on an interactive shape 
deformation technique for two-dimensional solid objects 
with meshes [4]. In the second and subsequent frames, the 
motion and deformation of each source fragment is projected 
onto the corresponding target fragment. We perform this 
projection based on the fragment’s center of gravity and the 
relative positions of its vertices. 

II. TRANSFERRING CRACK SHAPES

Our first task is to transfer the shapes of source’s cracks 
in the first frame to the target. Here, we assume that the 
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source and target shapes are polygons with the same number 
of vertices and that the source’s cracks are given as line 
segments that divide the original shape into fragments (Fig. 
2). The problem now is to transfer the cracks to the target 
shape, i.e., determine the crack vertices’ positions within the 
target. 

Our approach is to define the positions using a spatial 
projection from the source area to the target area. We 
calculate this projection using a shape deformation technique 
[4], which gives us the spatial projection between two shapes 
that preserves the spatial distribution as far as possible. This 
spatial preservation property enables us to generate target 
fragments whose shapes are close as possible to those of the 
source fragments. 

III. TRANSFERRING THE FRAGMENT SHAPES

Our second task is to transfer the source fragments’ 
movements and deformations to those of the target fragments 
in the second and subsequent frames. More precisely, we 
assume that we are given a source fragment’s vertices in the 
n-th and (n + 1)-th frames, S

,
S

1, ,, knn vv   and S
,1

S
1,1 ,, knn ++ vv  , 

and the corresponding target fragment’s vertices in the n-th 
frame, T

,
T

1, ,, knn vv  . The goal is to determine the target 

fragment’s vertices in the (n + 1)-th frame, T
,1

T
1,1 ,, knn ++ vv 

(Fig. 3). We divide this task into two steps, namely 
determining the target fragment’s centroid and the relative 
positions of its vertices. 

The aim of the first step is to trace the source fragment’s 
path. We determine the target fragment’s centroid in the 
(n + 1)-th frame by copying the source centroid’s motion 

over to that of the target, i.e., SS
1

TT
1 nnnn cccc −+= ++ , where S

nc ,
S

1+nc , T
nc , and T

1+nc  are the centroids of the source and target 
fragments in the n-th and (n+1)-th frames, respectively. 

Then, the second step aims to reflect the source 
fragment’s deformation in the target. Here, we position each 
target vertex so as to preserve the corresponding source 
vertex’s rotation and the scaling of the distance from it to the 
centroid. In other words, the i-th target vertex in the (n + 1)-
th frame, T

,1 in+v , is given by 

),)(( TT
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,
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where )(θR  is the rotation matrix and θ  is the angle 
between )( SS

, nin cv −  and )( S
1

S
,1 ++ − nin cv . 

IV. RESULTS

Fig. 1 shows the results of creating some example 
destruction animations. Here, we provided the images in 
Fig. 1(a) as the source animation, and the two polygons at 
the tops of Figs. 1(b) and (c) as the target shapes. The results 
of transferring the cracks are shown at the tops of Figs. 1(b) 
and (c), with the animations produced by our tool following 
below. These results show that the crack shapes were 
generated based on the source cracks, and that the 
subsequent source fragment movements and deformations 
were successfully transferred to the target fragments. 

V. CONCLUSION

We have created a tool that can efficiently create 
destruction animations in a hand-drawn style by transferring 
crack and fragment shapes from an existing animation. The 
style can be transferred while preserving the source features 
as far as possible by using an interactive shape deformation 
technique and projecting the center of gravity and the 
relative positions of each fragment’s vertices from the source 
onto the target. As our results demonstrate, this enables us to 
create animations with hand-drawn features, such as 
exaggerated and variable strokes. One of the limitations of 
our method is that fragments are assumed to be described as 
a set of polygons, i.e., a sketch recognition system is required 
for practical use. The main idea of this work is expected to 
be applied not only to destructing objects but also to other 
effects like flame and fluid animations. 
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Figure 2. Examples of representing a source and a target by 
points and lines. The black and red lines represent the object 

outlines and the cracks, respectively. 
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Figure 3. Examples of source and target fragments. 
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