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Challenging children handwriting recognition study

exploiting synthetic, mixed and real data
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In this paper, we investigate the behavior of a MDLSTM-RNN architecture to recognize challenging children handwriting in French language. The system is trained across
compositions of synthetic adult handwriting and small collections of real children dictations gathered from first classes elementary school. The paper presents the results

of investigations concerning handwriting recognition in a context of weak annotated dataset and synthetic images generation for data augmentation

Supervised validation and domain transfer

Problematic

Handwritten Text Recognition (HTR) domain is still a challenging research
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Available Data

Collected from ScolEdit dataset children copies of CP classes

® 250 clean copies without guidlines
® 71children handwriting s
® 3832 detected words

Large lexicon training with transfer
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Empirical Study Strategies

experiment

Strategy I:

® Supervised validation and domain transfer

Strategy II: =
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Strategy III:
® Large lexicon training with transfer

® MDLSTM-RNN model adapts well to Children handwriting recognition

® Synthetic data and augmentation are essential to improve performances

® HTR Performances are significant where validation and test sets are
well selected

Data 3nalYSiS ® When the amount of data is small and the complexity of writing

. . important, it is convenient to choose carefully training and validation

sets for a better generalization and model convergence.
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