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INTRODUCTION DOCUMENT AND READER MUTUAL ANALYSIS

LeCycl is an ANR trilateral project focusing on
knowledge transfer.
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Correlation speech + eye tracking [1] ‘ y &/
Goal: Build an experimental paradigm for L2 microphone, ...)

learning using multimodal information I

FIRST EXPERIMENT Reader analysis (eye

e Participants: 5 French native speakers, gaze, voice, posture, ...)

> 18 y.0, any level of English (A1-C2) Reading understanding

e Experiment: read aloud 3 texts in En-
glish of different levels (1 text per level)

* Procedure: record voice + eye move-
ment using Eye Got It

EYE GOTIT PLATFORM

* An open source platform [3]: https://github.com/oaugereau/Eye_Got_It/
e Records eye gaze & voice, forced aligner for voice (MAUS) + transcription alignment, calculates the eye-voice span

rrreesgaonrtTrTrrTrrrrrer LELELL L LI | rT1rTrri
0.0 500 1000 1500 2000 2500 30.00 3500 <«0.00 45.00

EYE-TRACKING FEAT. IN L2 EYE-VOICE SPAN CALCULATIO RECORDINGS QUALITY

saccades & fixations e Detect fixations and saccades [2] In order to avoid low quality record-

total time spent per page/per para- e Align speech using MAUS forced | | ings/processing errors, we set up three
graph [5] aligner [6] thresholds: the % of fixations in words, the %

Word—skipping O Compute the distance between eye gaze Of WOI'dS Wlth at l.eaSJF one fixation, and the %
latences (gap between voice vs eyes) and speech of eye gazes in a fixation.
image example eye-tracking [4]
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