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Searching the manuscripts at Nasjonalbiblioteket
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• Searching in meta-data 
and full text

• Provide faceted search
• Index persons, places, 

time, etc
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Objectives:
• Include handwriting recognition in the standard digitization 

process
• Use open-source software for document processing
• Produce resources for HTR in Norwegian
• Develop and formalize best practices for HTR
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Fig. 1. A sample of pages from the dataset: letters from Henrik Ibsen (1872), Camilla
Collett (1877) and Harriet Backer (1919).

becomes prohibitively costly. In such cases, generic recognition systems, indepen-
dent from the writer, the period of time and even the language, are needed, as
noted by [8].

However, cultural heritage institutions did not wait for the arrival of HTR
engines to proceed with the transcription of their documents. Many collections
have been researched and transcribed manually and sometimes even edited and
published. These research or publishing projects are usually focused on one au-
thor, one historical period or one type of document, which means that the tran-
scribed corpus is usually very homogeneous: all the documents are from the same
author or from a limited number of authors or of the same type. These sets of
transcribed documents can be used as a basis for the constitution of training
corpora for HTR engines, but they contain an important bias: their selection
was not carried out randomly. They are therefore not representative of all the
documents in the collections of the institution, and the engines trained on these
documents will consequently have a low generalization capacity. However, should
we proceed with a new sampling and a new transcription of documents and put
aside all these already transcribed documents?

Once the training corpus has been identified, the implementation of HTR
processing requires the choice of a library and the training of the models. Today
the technologies used by the state-of-the-art models are relatively homogeneous
and based on the same Deep Learning algorithms. Several open-source libraries
are available to train these models. The choice of one library over another is
di�cult for a non-expert because very few direct comparisons are published.
Scientific articles generally present results for models obtained after an advanced
expert optimization of parameters and hyper-parameters, the full details of which
are not always available. The databases used for these comparisons are reference
databases, prepared and normalized, which have been used for many years and
on which the systems are over-optimized IAM[16], RIMES[2]. The complexities
of the implementations to obtain satisfactory results are generally not evaluated.

We propose in this paper to study these di↵erent aspects using a new database
of Norwegian handwritten documents. Our contributions are the following:

Letters from Henrik Ibsen (1872),  Camilla Collett (1877) and Harriet Backer (1919). 
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Table 1. Number of pages by writers in train, validation and test sets for the Random
split and the Writer split.

Writer Lifespan Random split Writer split
train val test train val test

Backer, Harriet 1845-1932 58 9 10 58 9 0
Bonnevie, Kristine 1872-1948 43 5 5 43 5 0
Broch, Lagertha 1864-1952 43 43
Collett, Camilla 1813-1895 68 10 10 68 10 0
Garborg, Hulda 1862-1934 166 30 16 166 30 0
Hertzberg, Ebbe 1847-1912 48 6 6 48 6 0
Ibsen, Henrik 1828-1906 42 4 5 42 4 0
Kielland, Kitty 1843-1914 34 5 5 0 0 44
Munch, Edvard 1863-1944 33 5 5 0 0 43
Nielsen, Petronelle 1797-1886 58 58
Thiis, Jens 1870-1942 41 4 4 41 4 0
Undset, Sigrid 1882-1949 40 5 5 0 0 50
Total 674 83 71 567 68 137

Table 2. Count of pages, lines, words and characters in the dataset. (Vertical text
lines were ignored).

Pages Lines Words Chars
Train set 674 19,653 139,205 637,689
Validation set 83 2,286 13,916 61,560
Test set 71 1,793 11,801 52,831
Total 828 23,732 164,922 752,080

Writer split : we chose three writers that had the lowest number of pages in
the train set and moved all of their pages to the test set (Kielland, Munch
and Undset). In addition, we removed all the other writers from the test
set. In the end, as it can be seen in table 1 there are 16% fewer pages in
the train set compared to the random split. This split allows estimating the
generalization capacity of the models to unseen writers.

3.3 Transcription Process

The transcriptions in the dataset were initially produced by matching existing
transcriptions to the images (text-to-image), or by using pre-existing or self-
trained HTR models in Transkribus. This process was followed by one round
of proofreading. The proofreading was mostly done by students, with little or
no prior experience with transcription. In the next phase of the project the
transcriptions will be controlled by the project leaders in order to avoid incon-
sistencies and to further improve the “ground truth”.

Download: https://zenodo.org/record/6542056

• Manual transcription at line level
• Available in Page XML format
• Official splits provided
• Version 1 (more to come)
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• Survey of HTR libraries used in IJDAR, ICDAR, ICFHR, DAS, ICPR papers
• Between 2019 and 2021 
• Open source
• Compared to state-of-the-art systems on publicly available databases 

of handwritten documents in European languages

10 libraries + HTR+ from Transkribus
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• Number of commits: active development
• Number of contributors: future maintenance
• Date of last commit: recently updated
• Date of last version/package: best practice of software development  
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Table 3. Survey of open-source HTR libraries used in publications in major document
processing conferences between 2019 and 2022.

Name Framework Last commit Commits Contrib. Last version
Kaldi [1] Kaldi 18/12/2021 9223 100 -
Kraken [13] PyTorch 19/12/2021 1486 18 11/2021
PyLaia [24] PyTorch 08/02/2021 860 4 12/2020
HTR-Flor++ [20] TensorFlow 2 8/12/2021 280 4 10/2020
PyTorchOCR [4] PyTorch 10/09/2021 24 1 -
VerticalAttentionOCR [5] PyTorch 3/12/2021 21 1 -
Convolve, Attend & Spell [12] PyTorch 24/06/2019 20 2 -
HRS[3] TensorFlow 19/03/2021 20 2 -
ContentDistillation [11] PyTorch 13/06/2020 3 1 -
Origaminet [28] PyTorch 13/06/2020 2 2 -
HTR+ [17] - - NA NA -

– number of contributors: the code associated with publications is often the
work of a single person, the main author of the publication. A low number
of contributors can indicate a di�culty in handling the code and puts the
maintenance and future development of the library at risk;

– date of the last commit: the quality and security of a software requires
a follow-up of the dependencies updates and the application of security
patches. The last commit must be recent.

– date of the last version: good software development practices recommend to
index the stable and validated states of a software by numbered releases.
The presence of a release is an indication of software quality.

Based on these criteria, we have selected the Kaldi, Kraken, PyLaia and HTR-
Flor++ libraries. The other libraries have been discarded mainly for lack of
contributors or updates. As previously mentioned, HTR+ has also been added
to the selection because it is a de facto reference due to the success of the
Transkribus platform.

4.2 Description of the selected libraries

Kaldi [1] is a library developed for speech recognition and adapted to HTR.
Kraken [13] is a turn-key OCR system optimized for historical and non-Latin

script material. Since it was developed for the recognition of connected
scripts such as Arabic, it is also suited to the recognition of handwritten
cursive text.

PyLaia [24] is a deep learning toolkit for handwritten document analysis based
on PyTorch. It is one of the HTR engines available in Transkribus.

HTR-Flor++ [20] is a framework for HTR that implements di↵erent state-of-
the-art architectures, based on TensorFlow.

HTR+ [17] is the HTR system developed in the framework of the READ
project and available in Transkribus.

and  HTR+Selected
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• We trained the models from bounding boxes and manual 
transcriptions

• For each library, 2 setups:
• Basic model: from the documentation (non-expert)
• Expert model: with the support of the creators of the libraries

• Vertical lines are ignored
• Training with random split and writer split
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Table 4. Comparison of the performance of the di↵erent models configurations (ba-
sic and expert) measured with Character Error Rates (CER) and Word Error Rates
(WER) on the train, validation and test sets with random data split.

Model Height Augm. Train Val Test
CER WER CER WER CER WER

Kaldi basic 40 no 5.30 12.05 11.61 26.19 10.76 24.85
Kaldi expert 40 no 4.71 11.10 10.29 24.17 9.18 22.19
Kraken basic 48 no 51.95 76.52 64.60 89.72 64.44 89.49
Kraken expert 120 yes 0.40 1.31 12.05 30.29 12.20 31.28
PyLaia basic 128 no 1.37 4.45 11.02 28.09 10.87 27.62
PyLaia basic 128 yes 3.08 9.39 10.44 26.50 10.10 26.30
PyLaia expert 64 yes 3.73 10.66 11.70 28.90 12.75 31.12
PyLaia expert 128 yes 1.68 5.30 9.15 24.28 8.86 23.79
HTR-Flor++ basic 128 yes - - - - 11.49 31.59
HTR-Flor++ expert-a 128 yes - - - - 56.10 82.21
HTR-Flor++ expert-b 128 yes - - - - 12.62 32.33
HTR-Flor++ expert-c 128 yes - - - - 11.04 29.70

HTR+ basic N/A N/A 2.98 - 7.17 - 9.14 21.81
HTR+ expert N/A N/A 2.58 - 6.34 - 8.31 20.30

Table 5. Detailed analysis of the CER for di↵erent classes of characters on the di↵erent
sets for the best HTR model (PyLaia expert) on the Random split and the Writer split.

Random split
Lowercase Uppercase Digits Special Accents Punctuation

Train
number 569,687 28,908 3,205 12,269 125 23,506
CER 1.4 1.6 2.7 2.1 22.4 8.4

Validation
number 55,457 2,314 324 1,236 15 2,215
CER 7.7 18.6 32.4 14.0 73.3 30.0

Test
number 47,516 2,085 319 1,040 20 1,851
CER 7.7 13.4 24.8 14.5 75.0 28.2

As a first general remark, we found that the discussion with the creators of
the libraries was often very beneficial to know how to properly configure the
models or test parameters that could improve the results. In the case of Kraken,
the results were very bad with the default architecture and the advice of the
library experts allowed us to obtain competitive results. In the case of the other
libraries, the discussion with the experts allowed us to validate that we had the
optimal configuration.

The best CER on the test set was obtained with PyLaia using the optimized
architecture with 128 pixel line height and data augmentation. The second best
CER on test set was obtained by Kaldi using the optimized architecture, which
also yielded the best WER. The better results of Kaldi in terms of WER can
be explained by the fact that it uses an explicit language model (ngram of

Help of an expert is 
usefull

Data augmentation 
improves the model
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Fig. 2. Character Error Rate (CER) on the test set with respect to the number of
training samples for each character, for the best HTR model (PyLaia) on the Random
Split.

BPE), while the other systems model the dependencies between characters with
recurrent neural networks.

It can also be noted that other systems perform better on line images with
higher resolution (line height). This is especially true for Kraken which performs
very poorly with the default height of 48 pixels.

The impact of data augmentation can be observed on the results of the
PyLaia basic model. With data augmentation, over-training is reduced, the error
rate in learning increases from 1.37% to 3.08% but the error rates in validation
and testing decrease.

It should be noted that the Kaldi systems seem to su↵er less from over-
training than the other systems: their error rate on the training set is always
higher but their error rates on the validation and test sets are among the best.
This can be attributed to the use of language models by Kaldi system.

Finally, the HTR+ expert model, based on a Danish model, outperformed
all the other systems. However its results are not directly comparable since this
model has not been trained on exactly in the same conditions: both the line
extraction and the evaluation were done in Transkribus and are not open-source,
so they may be di↵erent from our line extraction and CER/WER metrics.

We conducted a detailed analysis of the CER for each characters with respect
to their number of training samples, presented on Figure 2. Lower case letters are
by far the majority and therefore the best recognized, except for some rare letters
(qzwx ). Numbers and special characters are very poorly represented (except å
and ø) and therefore very poorly recognized. Capital letters are in a intermediate

Pylaia Expert model

No language model

Strong correlation 
between CER and number 
of training samples
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Table 6. Detailed analysis of the confusion between characters for the best HTR model
(PyLaia expert) on the Random split.

Char # Confusions Relative confusion Conf. 1 Conf. 2 Conf. 3 Others
a 271 7.38 % o 2.9 % e 1.93 % æ 0.79 % 1.77 %
b 42 8.08 % l 2.9 % t 1.54 % h 1.35 % 2.31 %
e 207 2.60 % a 0.5 % o 0.39 % i 0.29 % 1.46 %
h 86 8.13 % s 2.5 % t 1.13 % k 0.85 % 3.69 %
m 74 4.49 % n 2.61 % v 0.61 % i 0.24 % 1.03 %
n 189 5.59 % r 1.72 % m 1.18 % v 0.68 % 2.01 %
o 162 7.98 % a 3.20 % e 1.87 % ø 1.04 % 1.87 %
r 198 5.18 % s 0.89 % n 0.89 % v 0.55 % 2.85 %
s 188 7.25 % r 1.74 % h 1.04 % e 0.81 % 3.66 %
F 5 5.21 % T 2.1 % f 1.04 % d 1.04 % 1.04 %
L 13 20.00 % t 9.2 % l 3.08 % d 3.08 % 4.62 %
æ 34 7.93 % e 2.3 % a 2.10 % d 0.93 % 2.56 %
ø 56 14.74 % o 6.1 % å 2.37 % e 1.58 % 4.74 %
å 21 11.60 % ø 4.4 % a 3.32 % u 1.11 % 2.76 %

situation, with a relatively small number of samples but relatively low error rates.
A summary of the CER for di↵erent classes of characters is presented on Table
5. One can note that punctuation is particularly di�cult to recognize: even with
almost as many examples as capital letters, their error rate is twice as high.

Finally, we analyzed the most frequent confusions between characters on the
test set for the best HTR model (PyLaia expert). An extract of the confusion
table is presented in Table 6. Compared with results from printed OCR [21], the
HTR confusions are more spread across confusion alternatives and the typical
OCR single character substitutions like e-o-c, h-b, n-u, m-n, i-l-I while present in
the HTR results, have less relative weight. The same is true for the typical OCR
character substitutions for the Norwegian special characters: ø-o, æ- a or e, å - a,
which are also present in the HTR with less relative weight while some confusion
not often seen in OCR such as å-i, ø-, æ-o and å-r are relatively important.
OCR errors are generally caused by noise and low contrast where the basic
characters are in essence very similar, but HTR errors are generally caused by
di↵erent graphical representations of di↵erent characters most prominent when
comparing di↵erent writers, but there might also be large di↵erences of character
representations for a single writer. Some common characters, e.g. ’a’,’g’ and ’r’
have generally di↵erent topology in cursive handwriting compared to print which
also a↵ects the confusion alternatives.

5.2 Random split by writer with unseen writers

We chose the best models from the previous experiments (PyLaia and Kaldi)
and trained them on the Writer split. This experiment allows us to evaluate the
generalization capabilities of the di↵erent models to new writers. As it might
be expected, the models perform a lot worse on unseen writers. PyLaia and

Pylaia expert model
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Table 7. Comparison of the performance of the di↵erent configuration (basic and
expert) of Kaldi and PyLaia models measured with Character Error Rates (CER) and
Word Error Rates (WER) on the train, validation and test sets with the Writer split.

Model Height Augm. Train Val Test
CER WER CER WER CER WER

Kaldi basic 40 no 4.90 11.34 12.57 28.10 24.24 44.49
Kaldi expert 40 no 4.37 10.48 11.03 25.79 21.79 42.13
PyLaia basic 128 yes 2.70 8.25 10.64 27.58 24.36 49.42
PyLaia expert 128 yes 1.64 5.40 9.53 25.90 22.74 47.95

Kaldi obtain very similar results, with a slight advantage to Kaldi. Again, this
advantage can be attributed to the use of a language model by Kaldi but also
to the lower resolution of the input images, which may reduce over-training.

6 Conclusion

In this article we have introduced a database of handwritten historical documents
in Norwegian. This database is the first of its kind and constitutes a valuable
resource for the development of handwritten text recognition models (HTR) in
Norwegian. In order to evaluate the performance of state-of-the-art HTR models
on this new database, we conducted a systematic survey of open-source HTR
libraries published between 2019 and 2021. We selected four libraries, amongst
ten, according to criteria of quality and sustainability of their source code based
on software development metrics. We trained twelve models in di↵erent con-
figurations and compared their performance on both random data splitting and
writer-based data splitting to evaluate their generalization capabilities to writers
not seen during training. Finally, we studied the most frequent confusions be-
tween characters. The best recognition results were obtained by the Kaldi library
which uses a language model and PyLaia which uses higher resolution images
and data augmentation during training. A combination of these di↵erent tech-
niques, in a single model or by voting, should further increase the performance of
HTR models. Recently proposed models based on transformers[15] should also
be added to the benchmark.
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• Training the best models with the writer split
• Lack of generalization, not enough different writers
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Random split Writer split
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• New challenging dataset for HTR 
• Comparison of open source HTR libraries with software 

criteria and CER/WER
• need to promote best practices in software 

development for HTR libraries
• Need to go beyond CER/WER analysis
• No Transformer: did not meet the criterion, but to be 

updated
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